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$ SZ. ttre two forms of the concept of probability

The concept of probability has been represented in the
preceding inquiries by the concept of weight. However, we
did not make much use of this equivalence; we dealt with
the concept of weight in an independent manner, not re-
garding the delimitations involved in its presumed equiv-
alence to the concept of probability. We showed that
there is such a .on."pt of weight, that knowledge needs it
in the sense of a predictional value, and that it is applied in
everyday language as well as in scientific propositions-
but we did not enter into an analysis of the concept, relying
on a layman's understanding of what we meant by the
term. We made use of the fact that the handling of a con-
cept may precede an analysis of its structure. We con-
structed the triplet of predicates-meaning, truth-value,
and weight-and found that it is the latter concept to which
the others reduce. Truth has turned out to be nothing
but a high weight and should not be considered as some-
thing other than an idealization approximately valid for
certain practical purposes; meaning has been reduced to
ruth and weight by the verifiability theory-thus we
found that the logical place for the concept of weight is at
the very foundation of knowledge. It will now be our last
task to enter into the analysis of this concept and to prove
its equivalence to the probability concept; we may also
hope to clarify its functions by their derivation from a con-
cept as definitely determined as the concept of probability.
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Turning to this task, we meet the fact that there are two

different applications of the concept of probability, only
one of which seems to be identical with the concept of

weight as introduced by us. At the beginning of our in-
quiry into the nature of probability, we find ourselves con-

fronted with the necessity of studying this distinction; we

have to ask whether we are justified in speaking of only one

concept of probability comprising both applications.
There is, first, the sharply determined concept of prob-

ability occurring in mathematics, mathematical physics,

and all kinds of statistics. This mathematical concept of
probability has become the object of a mathematical dis-

cipline, the calculus of probability; its qualities have been

exactly formulated in mathematical language, and its ap-

plication has found a detailed analysis in the well-known
methods of mathematical statistics. Though this discipline
is rather young, it has been developed to a high degree of
perfection. This line of development starts with the in-

quiries of Pascal and Fermat into the theory of games of

chance, runs through the fundamental works of Laplace
and Gauss, and finds its continuation in our day in the

comprehensive work of a great number of mathematicians.
Any attempt at a theory of this mathematical concept of
probability must start from its mathematical form. Math-

ematicians, therefore, have endeavored to clarify the foun-

dations of the concept; among modern investigators of this

subject, we may mention the names of v. N4ises, Tornier,

Dorge, Copeland, and Kolmogoroff.
There is, however, a Eecond concept of probability which

does not present itself in mathematical form. It is the con-

cept which appears in couversation as "probably," "likely,"

"presumably"; its application is, however, not confined to

colloquial language but is extended to scientific language

also, where suppositions and conjectures cannot be
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avoided. We pronounce scientific statements and scientific
theories not with the claim of certainty but in the sense of
probable, or highly probable, suppositions. The term
"probable" occurring here is not submitted to statistical
methods. This logical concept of probability, though in-
dispensable for the construction of knowledge, has not
found the exact determination which has been constructed
for the mathematical concept. It is true that logicians of
all times have considered this concept, from Aristotle to
our day; thus the scientific treatment of this concept is
much older than that of the mathematical concept which
began with the investigations of Pascal and Fermat. But
the theory of the logical concept of probability has not
been able to attain the same degree of perfection as the
theory of the mathematical concept of probability.

It was the great merit of the creators of logistic that they
contemplated, from the very beginning, a logic of prob-
ability which was to be as exact as the logic of truth.
Leibnitz already had demanded "une nouvelle espdce de
logique, qui traiterait des degr6s de probabilit6"; but this
demand for a probability logic, like his project of a calculus
of the logic of truth, was actualized only in the nineteenth
century. After some attempts of De Morgan, it was Boole
who developed the first complete calculus of a probability
logic, which, in spite of some mistakes later corrected by
Peirce, must be regarded as the greatest advance in the
history of the logical concept of probability since Aristotle.
It was a prophetic sign that the exposition of this prob-
ability logic was given in the same work which stands at
the basis of the modern development of the logic of truth
and falsity: in Boole's Laws of Thought. In the subsequent
development, the problems of the logic of truth have as-
sumed a much wider extent; probability logic was carried
on by isolated authors only, among whom we may mention
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Venn and Peirce, and among contemporary writers,
Keynes, Lukasiewic z, and Zawirski.

If we regard these two lines of development, the supposi-
tion obtrudes that underlying them are two concepts which
may show certain similarities and connections, but which
are in their logical nature entirely disparate. This /is-
parity conception of the two probability concepts has in-
deed been maintained by a great many authors, in the
form either of a conscious or of a tacit assumption. On the
other hand, the idea has been maintained that the ap-
parent difference of the two concepts is only superficial,
that a closer investigation reveals them as identical, and
that only on the basis of an identity conception can a deep-
er understanding of the two probability concepts be ob-
tained. The struggle between these two conceptions oc-
cupies to a great extent the philosophic discussion of the
probability problem. The issue of this struggle is, indeed,
of the greatest importance: since the theory of the mathe-
matical concept of probability has been developed to a
satisfactory solution, the identity conception leads to a
solution of the philosophic probability problem as a whole,
whereas the disparity conception leaves the problem of the
logical concept of probability in a rather vague and un-
satisfactory state. The latter consequence originates from
the fact that a satisfactory theory of this concept, as
different from the mathematical one, has not yet been
presented.

The disparity conception has its genesis in the fact that
the mathematical concept of probability is interpreted in
terms of frequency, whereas the logical concept of proba-
bility seems to be of a quite differeni type.

Indeed, the great success of the mathematical theory of
probability is due to the fact that it has been developed as
a theory ofrelative frequencies. It is true that the original

$ 32. TWO FORMS OF PROBABTLITY 301

definition of the degree of probability construed for an
application in games of chance was not of the frequency
type; Laplace gave the famous formulation of the ratio of
the favorable cases to the possible cases, valid under the
controversial presupposition of "equally possible" cases.
This definition, apparently natural for cases of the type of
the die, was abandoned however in all applications of the
theory to cases ofpractical value: statisticians of all kinds
did not ask for Laplace's "equally possible" cases but in-
terpreted the numerical value of the probability by the
ratio of two frequencies-the frequency of the events of the
narrower class considered and the frequency of the events
of the wider class to which the probability is referred. The
mortality tables of life insurance companies are not based
on assumptions of "equally possible" cases; the probabili-
ties occurring there are calculated as fractions the numera-
tor of which is given by the class of the cases of decease,
and the denominator of which is determined by the class of
the population to which the statistics are referred. The rel-
ative frequency thus obtained turired out to be an inter-
pretation of the degree of piobability much more useful
than that of Laplace. The far-reaching extensions of the
mathematical theory, indicated by such concepts as aver-
age, dispersion, average error, piobability function, and
Gaussian law, are due to a definitive abandonment of the
I,aplace definition and the transition to the rreQuenc/
theory.

The logical concept of probability, on the contrary,
seems to be independent of the frequency interpretation,
which for many cases of logical probability appears not at
all applicable. We ask for the probability of determinate
events, say, of good weather tomorrow, or of Julius
Caesar's having been in Britain; there is no statistical con-
cept expressed in the question. It is the problem of the
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probability of the single case which constitutes the origin
of the disparity theory; authors such as Keynes,' there-
fore, base their concept of logical probability essentially on
this problem.

Such authors even go so far as to deny a numerical value
to logical probability. Keynes has developed the idea that
logical probability is merely concerned with establishing an
order, a series determined by the concepts of "more prob-
able" and "less probabler" in which metrical concepts such
as "twice as probable" do not occur. These ideas have
been continued by Popper.' For these authors, logical
probability is a merely topological concept. Other authors
do not v/ant to admit such a restriction. Their concept of
logical probability is metrical, but not of the frequency
type. Logical probability, they say, is concerned with the
"rational degree of expectationr" a concept which already
applies to a single event. It is here that the "equally possi-
ble" cases of Laplace find their field of application as fur-
nishing the point of issue for the cietermination of the de-
gree of expectation which a reasonable being should learn
to put in place of feelings as unreasonable as hope and
fear.

It will be our first task to enter into a discussion of these
questions. We must decide in favor of either the disparity
conception or the identity conception of the two forms of
the probability concept.

$ Sf. Oisparity conception or identity conception?

The disparity conception is sometimes substantiated by
saying that the mathemfltical concept of probability states
a property of euents, whereas the logical concept of prob-
ability states a property of propositions.

'J. M. Keynes, / Treatise on Probability (London, l92l).

'K. Popper, Logik dcr Forschung (Berlin, 1935).
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If this were to be the whole content of the disparity con-
ception, we would not attack it; for it is indeed possible to
make such a distinction. If we interpret probability as a
frequency of events, a probability statement would con-
cern events; if we consider, on the contrary, probability as
a generalization of truth, we have to conceive probability as
concerning propositions. This is made necessary by the na-
ture of the truth concept; only propositions, not things,
can be called true, and our predicate of weight which we
want to identify with probability has been introduced also
as a predicate of propositions. But, if we apply these re-
flections to the probability concept, we find that they have
only a formal signification and do not touch the central
problem of the disparity conception. For, if we interpret
the logical concept ofprobability also by a frequency, both
concepts become isomorphic; the mathematical concept is
then interpreted by a frequency of events, and the logical
concept by a frequency of propositions about events.3
What the identity conception wants to maintain is just the
applicability of the frequency interpretation to the logical
concept of probability; thus we see that the thesis of the

identity conception is, strictly speaking, an isomorphism
of both concepts, or a structural identity. Even from the

standpoint of the identity conception we may' therefore,
consider the logical concept ofprobability as a concept ofa

higher linguistic level: such a distinction involves no diffi-

culties for the theory of probability, as we are in any case

obliged to introduce an infinite scale of probabilities of

different logical levels (cf. $ al).
There is a second sense in which we have to speak of an

identity here. If the frequency interpretation is accepted

r This isomorphism follows strictly from the axiomatic construction of the

calculus ofprobabi t i ty  which shows that al l  laws ofprobabi l i ty  can be deduced

from thc frequency interpretation (cf. $ 37).
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for the logical concept, this concept may be applied also to
the statements of mathematical statistics: that is to say,
even purely statistical statements admit both the mathe-
matical and the logical conception of probability. A state-
ment about the probability of death from tuberculosis may
therefore be interpreted as concerning statistics of cases of
t':berculosis, or as concerning statistics of propositions
about cases of tuberculosis. On the other hand, the ex-
amples given for a logical meaning of the probability con-
cept admit both interpretations as well.

For these reasons we shall use in the following inquiries
the term "identity conception" without always mentioning
that there is, strictly speaking, a difference of logical levels
involved. We use the word "identity" here in the sense of
an identity of structure, and our thesis amounts to main-
taining the applicability of the frequency interpretation to all
concePts of probability.

It is this thesis which the disparity conception attacks.
We shall have to discuss this question now; if we cannot
admit the disparity conception, this is because this concep-
tion involves consequences incompatible with the prin-
ciples of empiricism.

There is, first, the principle of verifiability which cannot
be carried through within the disparity conception. If
a probability of a single event is admitted, in the sense of a
predictional value-i.e., of signifying something concerning
future events-there is no possibility of verifying the de-
gree of probability by the observation of the future event
in question. For instancq we throw a die anci expect with
the probability 5/6 to obtain a number greater than l:
how can this be verified if we watch on'e throw only? If the
event expected does not occur, this is no refutation of the
presumption because the probability 5/6 does not exclude
the case of the number I occurring. If the event expected
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occurs, this is not a proof of the correctness of the presump-
tion because the same might happen if the probability were
l/6 only. We might at least say that the occurrence of the
event is more compatible with the presumption than is the
nonoccurrence. But how distinguish then between differ-
ent degrees of probability both greater than one-halfi If
we had said that the probability of the event is not 5 /6 but
3/4, how is the verification of this presumption to differ
from that of the other?

The difficulty is not removed if we try to restrict proba-
bility statements to merely topological statements, elimi-
nating the degree of probability. A statement of the form,
"This event is more probable than the otherr" cannot be
verified either, if it concerns a single case. Take two mutu-
ally exclusive events which are expected with the respective
probabilities | /6 and | /4; the second one may happen. Is
this a proof that this event was more probable than the
other? This cannot be maintained because there is no prin-
ciple that the more probable event must happen. The
topological interpretation of logical probability is accord-

" 
ingly exposed to the same objections as the metrical one.

This analysis makes it obvious that a verification cannot
be given if the probability statement is to concern a single
case only. The single-case interpretation of the probability
statement is not compatible with the verifiability theory of
meaning because neither the degree nor the order asserted
with the probability statement may be controlled if only
one event is considered. One of the elementary principles
of empiricism, therefore, is violated with this interpreta-
tion.

There is a second diffculty with the disparity concep-
tion, occurring if the degree of probability is to be quanti-
tatively determined. We said that, if the frequency inter-
pretation is denied, the concept "equally probable" de-
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mands a substantiation by the concept of "equally possible
cases," such as in Laplace's formulation. This leads, how-
ever, into apriorism. How do we know the "equal possi-
bility"? Laplace's followers are obliged to admit here a
kind of "synthetic a priori" judgment; the principle of
"insufficient reason" or of "no reason to the contrary" does
nothing but maintain this in a disguised form. This be-
comes obvious if we pass to a frequency statement, which
in many cases, such as for dice, is attached to the "equal
possibility" statement. How do we know that "equal pos-
sibility" implies equal frequency? We are forced to as-
sume a correspondence of reason and reality, such as Kant
had postulated.

lVe shall not enter here into a discussion of this second
point, although it has played a great role in older philo-
sophical discussions of the probability problem. We may
only mention that the problem of the equally probable
cases, such as occur in games of chance, finds a rather sim-
ple solution within the mathematical theory; no such pre-
supposition as the principle of "no reason to the contrary"
is needed there, and the whole question may be reduced to
presuppositions such as occur within the frequency theory
of probability.o It is obvious that the question would not
have assumed so much importance if the frequency theory
of probability had been thoroughly accepted. The main
point of difference in the discussion between the disparity
conception and that of identity is to be sought in the prob-
lem of the interpretation of the single case. If it can be
shown that the single-cage interpretation is avoidable, and
that the examples which seem to demand such an inter-
pretation may be submitted to the fr.q.r..r.y interpreta-

oCf. the report on this problem in the author's Wahrscheinlichkeitslehre
(Leiden, 1935),  $ 55. For al l  other mathematical  detai ls omit ted in the fo l lowins
inquir ies we may also refer to th is book.
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tion, the superiority of the identity conception is demon-
strated. To carry through this conception thus is identical
with showing that the frequency interpretation of proba-
bility may always be applied. We shall inquire now wheth-
er this is possible.

For the frequency interpretation, a verification of the
degree of the probability is possible as soon as the event
can be repeated; the frequency observed in a series of
events is considered as a control of the degree of probabili-
ty. This interpretation presupposes, therefore, that the
event is not described as an individual happening but as a
member of a class; the "repetition" of the event means its
inclusion within a class of similar events. In the case of the
die, this class is easily constructed; it consists of the dif-
ferent throws of the die. But how construct this class in
other examples, such as the case of a historical event of
which we speak with a certain probability, or the case of
the validity of a scientific theory which we assume not
with certainty but only with more or less probability ?

It is the view of the adherents of the icientity conception
that such a class may always be constructed and must be
constructed if the probability statement is to have mean-
ing. The origin of the single-case interpretation is to be
found in the fact that for many cases the construction of
the class is not so obviously determined as in the case of the
die, or in the fact that ordinary language suppresses a
reference to a class, and speaks incorrectly of a single event
where a class of events should be considered. If we keep
this postulate clearly in mind, we find that the way towarci
the construction of the corresponding class is indicated in
the origin and use of probability statements. Why do we
ascribe, say, a high probability to the statement that Na-
poleon had an attack of il lness during the battle of Leipzig,
and a smaller probability to the statement that Caspar
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Hauser was the son of a prince ? It is because chronicles of
different ty! s report these statements: one type is re-
liable because its statements, in frequent attempts at con-
trol, were confirmed; the other is not reliable because at-
tempts at control frequently led to the refutation of the
statement. The transition to the type of the chronicle indi-
cates the class of the frequency interpretation; the prob-'
ability occurring in the statements about Napoleon's dis-
ease, or Caspar Hauser's descent, is to be interpreted as

concerning a certain class of historical reports and finds its

statistical interpretation in the frequency of confirmations

encountered within this class. Or take a statement such as
pronounced by a physician, when he considers death in a

certain case of tuberculosis highly probable: it is the fre-

quency of death in the class of similar cases which is meant

by the degree of probability occurring in the statement.
Although it cannot be denied that the corresponding

class is easily determined in such cases, another objection

may be raised against our interpretation of the probability

statement. It is true, our opponents may argue, that the

frequency within such a class is the origin of our probabili-

ty statement; but does the statement concern this fre-

quency? The physician will surely base his prediction of

the death of his patient on statistics about tuberculosis;

but does he mean such statistics when he talks of the de-

terminate patient before him? The patient may be our in-

timate friend, it is his personal chance of death or life which

we want to know; if the answer of the physician concerns a

class of similar cases, dris may be interesting for a stat-
istician but not for us who want to'know the fate of our
friend. Perhaps he is just among the small percentage of

cases of a happy issue admitted by the statistics; why
should we believe in a high probability for his death be-
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cause statistics about other people furnish such a high
percentage ?

It is the problem of the applicability oJ the Jrequenclt
interpretation to the single case which is raised with this
objection. This problem plays a great role in the defense
of the disparity conception; it is said that the frequency
theory may at best furnish a substantiation of the degree
of probability but that it cannot be accepted as its inter-
pretation as soon as the probability of a single case is de-
manded. The objection seems very convincing; I do not
think, however, that it holds.

A clarification of the problem can only be given by an
analysis of the situation in which we employ probability
statements. Why do we ask for the probability of future
events, or of past events about which we have no certain
knowledge? We might be content with the simple state-
ment that we do not know their truth-value-this attitude
would have the advantage of not being exposed to logical
criticism. If we do not agree with such a proposal it is be-
cause we cannot renounce a decision regarding the event
at the moment we are faced with the necessity of acting.
Actions demand a decision about unknown events; with
our attempt to make this decision as favorable as possible
the application of probability statements becomes un-
avoidable. This refection determines the way in which the
interpretation of probability statements is to be sought:
the rteaning of probability statem€nts is to be determined in
such a way that our behasior in utilizing themfor action can
be justifed.

It is in this sense that the frequency interpretation of
probability statements can be carried through even if it is
the happening or not happening of a single event which is
of concern to us. The preference of the more probable
event is justified on the frequency interpretation by the
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argunzent in terms oJ behaaior most faaorable on the whole:
if we decide to assume the happening of the most probable

event, we shall have in the long run the greatest number of

successes. Thus although the individual event remains un-
known, we do best to believe in the occurrence of the most
probable event as determined by the frequency interpreta-
tion; in spite of possible failures, this principle will lead us
to the best ratio of successes which is attainable.

Some examples may illustrate this point. If we are asked
whether or not the side I of a die will appear in a throw, it
is wiser to decide for "not-l" because, if the experiment is
continued, in the long run we will have the greater number
of successes. If we want to make an excursion tomorrow,
and the weather. forecast predicts bad weather, it is better
not to go-not because the possibility of good weather is
excluded but because, by applying the principle underlying
this choice for all our excursions, we shall reduce the cases
of bad weather to a minimum. If the physician tells us that
our friend will probably die, we decide that it is better to
believe him-not because it is impossible that our friend
will survive his disease but because such a decision, re-
peatedly applied in similar cases, will spare us many disap-
pointments.

It might be objected against the frequency interpreta-
tion that the principle of the greatest number of successes
does not apply in cases in which only one member of the
class concerned is ever realized. Throws of a die, or excur-
sions, or cases of disease, are events which often recurl
but how about other capes in which there is no repetition ?
This objection, however, conceives the class to be con-

structed too narrowly. We may incofporate events of very

different types in one class, in the sense of the frequency
interpretation, even if the degree of the probability

changes from event to event. The calculus of probability
has developed a type of probability series with changing
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probabilities15 for this type the frequency interpretation
may also be carried through, the frequency being deter-
mined by the average of the probabilities which occur.
Thus every action of our lives falls within a series of ac-
tions. If we consirler the numerous actions of daily life
which presuppose the probability concept-we press the
electric button at the door because there is a prob_
ability that the bell will ring, we post a letter because there
is a probability that it will arrive at the address indicated,
we go to the tram station because there is a certain prob-
ability that the trarn will come and take us, etc.-these
actions combine to form a rather long series in which the
frequency interpretation is applicable. The actions of
greater importance may be included in another series, in-
cluding those events which, in a narrower sense, are not
repeated. The totality of our actions forms a rather exten-
sive series '.vhich, if qot submitted to the principle of
assuming the most probable event, would lead to a re-
markable diminution of successes.

We said that we do best to assume the most probable
event; this needs a slight correction for cases in which dil-
ferent degrees ofimportance are attached to the cases open
to our choice. If we are offered a waqer in which the stakes
are ten to one for the upp."r"nal of "number 1" and
"some number other than 1" on the face of the die, of
course it is nrore favorable to bet on "number 1." It is,
however, again the frequency interpretation which justi-
fies our bet; because of the terms of the wager, we will
win more money in the long run by so bett ing. This
case, therefore, is included in our principle of behavior
most favorable on the whole. Instead of an amount of
money, i t  may be the importance of an event which as-
sumes a function analogous to that of the winnings in the
game. If we expect the arrival of a friend with the prob-

s Cf . ibid., E 54.
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ability of one-third, we had better go to the station to meet
him. In this example, the inconvenience of our friend's ar-
riving without our being at the station is so much greater
than the inconvenience of our going there in vain that we
prefer having the latter inconvenience in two-thirds of all
cases to having the first inconvenience in one-third of all
cases. Here it is again the frequency interpretation which
justifies our behavior; if the probability of the arrival of
our friend is one-hundredth only, we do not go to the sta-
tion because our inconvenience in going ninety-nine times
in vain to the station is greater than his inconvenience in
arriving one time without our presence.

These considerations furnish a solution of the problem of
the applicability of the frequency interpretation to the
single case. Though the meaning of the probability state-
ment is bound to a class of events, the statement is appli-
cable for actions concerned with only a single event. The
principle carried through in our foregoing investigations
stating that there is as much meaning in propositions as is
utilizable for actions, becomes directive once more and
leads to a determination as to the meaning of probability
statements. We need not introduce a "single-case mean-
ing" of the probability statement a "class meaning" is
sufficient because it suffices to justify the application of
probability statements to actions concerned with single
events. The disparity conception of the two concepts of
probability may be eliminated; the principle of the con-
nection of meaning and action decides in favor of the iden-
t i ty concept ion.

$ S+. fne concept of weight

With these considerations, the superiority of the identity
conception is demonstrated in principle. But, to carry
through the conception consistently, we are obliged to
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enter into a further study of the logical position of state-
ments about the single case.

If it is only the frequency of the class which is involved
in the probability statement, the individual statement
about the single case remains entirely indeterminate so
long as it is not yet verified. We expect, say, the appear-
ance of numbers other than 1 on the face of the die with
the probability 5/6; what does this mean for the individual
thrbw befor6 us? It does not mean: "ft is true that a num-
ber other than 1 will appear"; and it does not mean: "ft is
false that a number other than 1 will appear." We must
also add that it does not mean: "It is probable to the
degree 5/6 that a number other than I will appear"; for
the term "probable" concerns the class only, not the indi-
vidual event. We see that the individual statement is ut-
tered as neither true, nor false, nor probable; in what sense,
then is it uttered?

It is, we shall say, a posit.6 We posit the event to which
the highest probability belongs as that event which will
happen. We do not thereby say that we are convinced of
its happening, that the proposition about its happening is
true; we only decide to deal with ;t as a true proposition.
The word "posit" may express this taking for true, without
implying that there is any proof of the truth; the reason
why we decide to take the proposition as true is that this
decision leads, in repeated applications, to the greatest
ratio of successes.

Our posit, however, may have good or bad qualities. If
the probability belonging to it is great, it is good; in the
contrary case it is bad. The occurrence of considerations
of this type is best observed when we consider the gam-

6' l 'he verb " to posi t"  has been occasional ly used alread;r ;  I  shal l  venture to
use it also as a noun by analogy with rhe corresponding use of the word "de-
posi  t . "
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bler. The gambler lalts a wa.ger on the event-this is his

posit; he does not thereby ascribe a determinate truth-

value to it-he says, however, that positing the event rep-

resents for him a determinate value' This value may even

be expressed in terms of money-the amount of his stake

indicates the value the posit possesses for him. If we ana-

lyze the way in which this value is appraised, we find that

ii contains two components: the first is the amount of

money which the man would win if his wager were succbss-

ful; the second is the probability of success' The arith-

metical product of both components may be regarded, in

correspondence with concepts in use within the calculus of

probability, as the measure of the value the wager has for

ihe gambler.T We see that, within this determination of

the value, the probability plays the role of a weight; the

amount of the possible winnings is weighed in terms of

the probability of success, and only the weighed amount
determines the value. We may say: / weight is what a de-

gree of probability becomes if it is applied to a single case-

This is the logical origin of the term "weight" which we

used throughout the preceding inquiries. We understand

now why the weight may be interpreted as the predictional

value of the sentence; it is the predictional component of

the whole value of the sentence which is measured by the

weight. With this interpretation, the transition from the

frequency theory to the single case is performed. The

sta[ement about a single case is not uttered by us with any

pretense of its being a true staternent; it is uttered in the

form of a posit, or as we may also say-if we prefer an

established word-in the form of a weger.s The frequency

z The occurrence of  the ar i thmet ical  product.here is due to the f requency in-

terpretat ion.  I f  the wager is f requent ly repeated, the product ment ioned deter-

mines the total  amouniof  money fal l ing to the gambler 's share'

r The German word sctzung used in the author's wahrscheinlichkeitslehre has

both these significations.
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within the corresponding class determines, for the single
case, the weight of the posit or wager.

The case of the game may be considered as the paradigm
of our position in the face of unknown events. Whenever
a prediction is demanded, we face the future like a gam-
bler; we cannot say anything about the truth or falsehood
of the event in question-a posit concerning it, however,
possesses a determinate weight for us, which may be ex-
pressed in a number. A man has an outstanding debt, but
he does not know whether his debtor will ever meet his
liability. If he wants money today, he may sell his claim
for an amount determined by the probability of the debtor's
paying; this probability, therefore, is a measure of the
present value of the claim in relation to its absolute value
and may be called the weight of the claim. We stand in a
similar way before every future event, whether it is a job
we are expecting to get, the result of a physical experiment,
the sun's rising tomorrow, or the next world-war. All our
posits corrcerning these events figure within our list of ex-
pectations with a predictional value, a weight, deterrnined
by their probability

Any statement concerning the future is uttered in the
sense of awager. We wager,on the sun's rising tomorrow,
on there being food to nourish us tomorrow, on the valid-
ity of physical laws tomorrow; we are, all of us, gamblers-
the man of science, and the business man,.and the man
who throws dice. Like the latter, we know the weights be-
Ionging to our wagers; and, if there is any difference in
favor of the scientific gambler, it is only that he does not
content himself with weights as low as accepted by the
gambler with dice. That is the only difference; we cannot
avoid laying wagers because this is the only way to take
future events into account.

It is the desire for action which necessitates this gam-
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bling. The passive man might sit and wait for what will

happen. The active man who wants to determine his own

f,rtrre, to insure his food, arrd his dwelling, and the life

of his family, and the success of his work, is obliged to be

a gambler because logic offers him no tetter way to deal

*iih the future. He may look for the best wagers attain-

able, i.e., the wagers with the greatest weightsro and science

will help him to find them. But logic cannot provide hirn

with any guaranty of success.

There remaitt some objections against our theory o[

weights which we must now analYze.

The first objection concerns the definition of the weight

belonging to the statement of a single event. If probability

belongs to a class, its numerical value is determined be-

cause for a class of events a frequency of occurrence may be

determined. A single event, however, belongs to many

classes; which of the classes are we to choose as determin-

ing the weight? Suppose a man forty years old has tuber-

c.rlosis; we want to know the probability of his death'

Shall we consider for that purpose the frequency of death

within the class of men forty years old, or within the class

of tubercular people ? And there are, of course, many other

classes to which the man belongs.
The answer is, I think, obvious. We take the narrowest

class for which we have reliable statistics. In our example,

we should take the class of tubercular men of forty years

c This remark needs some qualification. The wager with the greatest weight

is not always our best *'ag.r;lif the values, or gains, co-ordinated to events ol

different probabilities are dIffel'ent in a ratio which exceeds the inverse ratio of the

probabiliiies, the best wager is that on the less p.robable event (cf. our re-mark at

ih. end of $'ff). Reflections of this type may determine out actions. If we call

ih. *"g.. *ith ,h. highest weight orri b.to"get' we mean to say "our best

*"g", 
"', 

far as predicti-ons 
"re 

concerned," We do not want to take into account

in ioch otterantes the value or relevance of the facts concerned. By the use of

the word "posit" this ambiguity is avoided, as the term "best posit" is always

to signify this narrower meaning.
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of age. The narrower the class, the better the determina-
tion of the weight. This is to be justified by the frequency
interpretation because the number of successful predic-
tions will be the greatest if we choose the narrowest class
attainable.'o A cautious physician will even place the man
in question within a narrower class by making an X-ray;
he will then use as the weight of the case, the probability
of death belonging to a condition of the kind observed on
the film. Only when the transition to a new class does not
alter the probability may it be neglected; thus the class of
persons whose name begins with the same letter as the
name of the patient may be put aside.

It is the theory of the classical conception of causality
that by including the single case into narrower and nar-
rower classes the probability converges to 1 or to 0, i.e.,
the occurrence or nonoccurrence of the event is more and
more closely determined. 'I'his idea has been rejected by
quantum mechanics, which maintains that there is a limit
to the probability attainable which cannot be exceeded,
and that this limit is less than certainty. For practical life,
this question has little importance, since we must stop in
any case at a class relatively far from the limit. The weight
we use, therefore, will not alone be determined by the event
but also by the state of our knowledge. This result of our
theory seems very natural, as our v/agers cannot but depend
on the state of our knowledge."

'o Imagine a class ,4 within which ah event of the type B is to be expected
with the probability | / 2;if we wager, then, always on B, we get 50 per cent suc-
cesses. Now imagine the class zf split into two classes, ,,1, and, Ariin ,1,, B has a
probability of l/4,in /", B has a probability of 3/4. tile shall now lay different
wagers according as the event ofthe type B belongs to,lr,or r(ri in the first case,
we wager always on non-8, in the second, on B , We shall then have 75 per cent
successes (cf. the author's Wahrseheinliehkeirlehre, $ 75).

"  I t  has been objected against  our theory that  the probabi l i ty  not only de-
pends on the class but also on the order in which the elements of the class are
arranged. The lat ter  is  t rue,  but i t  does not weaken our theory.  First ,  i t  is  an
important feature of many statistical phenomena that the frequency structure
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Another objection has its origin in the fact that in many
cases we are not able to determine a numerical value of the
weight. What is the probability that Caesar was in Brit-
ain, or that there will be awar next year? It is true that
we cannot, for practical reasons, determine this probabil-
ity; but I do not think that we are to infer from this fact
that there is no probability determinable on principle. It
is only a matter of the state of scientific knowledge whether
there are statistical bases for the prediction of unknown
events. We may well imagine methods of counting the suc-
cess ratio belonging to the reports of historical chronicles
of a certain type; and statistical information about wars in
relation to sociological conditions is within the domain of
scientifi c possibilities.

It has been argued that in such cases we know only a
comparison of probabilities, a "more probable" and "less
probable." We might say, perhaps, that this year a war
is less probable than last year. This is not false; it is cer-
tainly easier to know determinations of a topological order
than of a metrical character. The former, however, do not
exclude the latter: there is no reason to assume that a
metrical determination is impossible. On the contrary, the
statistical method shows ways for finding such metrical
determinations; it is only a technical matter whether or
not we can carry it through.

There are a great many germs of a metrical determina-
tion of weights contained in the habits of business and daily
life. The habit of betting on almost every thing unknown

is independent, to a great exte,tlt, ofchanges in the order. Second, if the order is
relevant for the determination of the weight, it is to be included in the prescrip-
tion; such is the case for contagious diseases (where the probability of an illness
occurring depends on the illness ot lack of illness of the persons in the envirbn-
ment), or for diseases having a tendency to repeat (where the probability changes
if the illness has once occurred), etc. The mathematical theory of probabilities
has developed methods for such cases. They do not imply any practical difficulty
as to the definition of the weieht.
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but interesting to us shows that the man of practical life
knows more about weights than many philosophers will
admit. He has developed a method of instinctive appraisal
which may be compared to the appraisal of a good con-
tractor concerning the funds needed in opening a new fac-
tory, or to the appraisal by an artil lery officer of spatial dis-
tances. In both cases, the exact determination by quanti-
tative methods is not excluded; the instinctive appraisal
may be, however, a good substitute for it. The man who
bets on the outcome of a boxing match, or a horse race, or
a scientific investigation, or an explorer's voyage, makes
use of such instinctive appraisals of the weight; the height
of his stakes indicates the weight appraised. 'I 'he system of
weights underlying all our actions does not possess the
elaborate form of the mortality tables of insurance com-
panies; however, it shows metrical features as well as
topological ones, and there is good reason to assume that it
may be developed to greater exactness by statistical meth-
ods.

S 35. Probability logic

The logical conception considers probability as a gen-
eralization of truth; its rules must be developed, therefore,
in the form of a logical system. It is this probability logic
which we shall now construct.

Let us assume a class of given symbols A, b, c, . . . . ;
they may be propositions, or something similar to them-
this may be left open for the present. To every symbol
there is co-ordinated a number, the value of which varies
between 0 and l; we call it the probability belonging to the
symbol and denote it by

P(o)

E.g., we may have
P(n) : t
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In addition, we have logical symbols at our disposal, such
as the signs - for "notr" v for "orr" a period (.) for "andr"
: for "impliesr" and = for "is equivalent to." Performing
with these signs operations based on the postulate that
P(a) is to assume functions similar to those of truth and
falsehood in ordinary logic, we obtain a kind of logic which
we shall call probability logic. As there is no further deter-
mination of the term "probability" as it here occurs,
probability logic is a formal system, to which we may later
give interpretations.

How we are to develop this formal system is notr logical-
ly speaking, sufficiently determined. We might invent any
system of rules whatever and call it probability logic. This
is the reason why the problem of probability logic, and the
related problem of a logic of modality, have recently occa-
sioned lively disorssion; we have been presented with a
great number of ingenious systems, especially in the case
of the logic of modality, the advantages of each being em-
phasized by their various authors. I do not think, however,
that the question is to be decided by logical elegance, or by
other logical advantages of the proposed systems. The
logic we seek is to correspond to the practice of science;
and as science has developed the qualities of the probabil-
ity concept in a very determinate way, there is, practically
speaking, no choice left for us. This means that the laws
of probability logic must be conformable to the laws of the
mathematical calculus of probability; by this relation the
structure of probability logic is fully determined. A sim-
ilar remark applies to the logic of modality; the concepts
of "possibility," "necessityr" and the like, considered here
are used in practice as a topological frame of the probabil-
ity conceptl therefore their structure is to be formulated in
systems deducible from the general system of probability
logic. The construction of this systefi'by means of a de-
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duction from the rules of the mathematical calculus of
probability is, therefore, the fundamental problem of the
whole domain. This construction has been carried out;
however, we cannot present it in detail but must confine
ourselves to a report ofthe results."

The rules occurring in probability logic resemble the
rules of ordinary or alternative logic (the term "two-valued
logic" is in use also). However, there are two decisive dif-
ferences.

The first is that the "truth-value" of the symbols A, b, c,
. . . . , is not bound to the two values "truth" and "false-
hood," which may be denoted by 1 and 0, but varies con-
tinuously within the whole interval from 0 to 1.

The second is a difference concerning the rules. In the
alternative logic, the truth-value of a combination a v b,
or a . b, etc., is determined if the truth-values of a and b
are given individually. If we know that a is true and / is
true, thenweknow thata. /  is t rue; or,  i f  we know that a
is true and b is false, we know that a v D is true, whereas
a . b in this case would be false. Such a rule does not hold
for probability logic. \AIe cannot enter here into a detailed
substant iat ion of this stat€ment;  we can only summarize
the results obtained.'t It turns out that the "truth-value"
<rf a combination of a and / is determined only if, in addi-
tion to the "truth-values" of a and b separately, the "truth-
value" of one of the other combinat ions is given. That is

rz !i'61 2 detailed exposition cf. the author's article, "Wahrscheinlichkeits-
logik," Bcrichte der Berliner ,4kademie der WissenschaJtez (math.-phys. Kl.,
19.i2) ; and the author's book Wahrschcinlichkeitslehre. As to other publications
of thc author cf .  chap.. i ,  n.  I4.  For a summar) of  a l l  contr ibut ions io the prob-
lcnr cf . Z. Zawirski, "Uber das Verhiltnis der mehrwertigen Logik zur \Yahr-
schc i n lichlre i tsl ogik," S t u d i a p hi I o s op hi c a, I (Warsaw, 193 5), 407 .

'r Cf. the author's Wahncheinlichkeitslehre, $ 73. Instead of making the
"trrr th-value" of  a combinat ion dependent on that of  another combinat ion.  we
rrr : ry introduce as a th i rd independent parameter the "probabi l i tv  of l  re lat ive to
a" which we write P(a, b). This is the way followed in Llahrscheinlichkeitslehre.
l loth wrn s amount to the same.
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to say: i f  P(a) and P(b) are given, the value of P(av b),
or of  P(a .  b),and so on, is not determined; there may be
cases in which P(a) and P(b) are, respectively, equal,
whereas P(a v b) and P(a . b) are different. If, however,
the "truth-value" of one of the combinat ions is known,
those of the others may be calculated. lVe may, e.g.,  in-
troduce P(a . b) as a third independent parameter and
then determine the "truth-values" of the other combina-
t ions as a funct ion of P(a),  P(b),  and P(a .  b).  We have,
for instance. the formula

P(a v b) :  P(a) + P(b) -  P(a .  b) (1)

The necessity of a third parameter for the determination
of the "truth-value" of the combinat ions dist inguishes
probability logic from alternative logic; it cannot be elimi-
nated but originates from a corresponding indeterminacy
in the mathematical calculus. lf a and b mean the sides
I and2 of the same die, we have'P(a.b) 

:  g

because the sides cannot occur together; the probability of
the disjunction then becomes 2/6, which follows from

P(o):P(b): ' {

and our formula (1). If on the contrary a and / mean the

sides numbered 1 on lwo dice which are thrown together,
we have on account of the independence of the throws'a

P(c, .b) :  t ' t :  s 'o

and our formula (1) furnishesll/36 for the probability of
the disjunction, in correspondence with well-known rules
of the calculus of probability.

t. We may note that our general formulas are not restricted to the case of in-

dependent events but apply to any events whatever.
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A similar formula is developed for implication. It is
shown to be

P(a>b):  I  -  P(o) *  P(a.b) (2)

This case differs from the case of disjunction in so far as
two indications, the probability of a and that of the prod-
vct a . /, sufEce to determine the probability of the impli-
cat ion; the lat ter probabi l i ty turns out to be independent
of the probability of b. We cannot, however, replace the
indicat ion of P(a .  b) by that of  P(/) ;  this would leave the
probabi l i ty of  the impl icat ion indeterminate.

For equivalence the equation is

P(":  b) :  |  -  P(n)-P(b) *2P(a.b) (3)

In this case, the three probabi l i t ies P(a),  P(b),and P(a .  b)
are again needed for the determination of the probability
of the term on the left-hand side of the equivalence.

Only for the negation Z does a formula similar to that of
al ternat ive logic obtain:

P(d):r-P(a) (4)

The probability of a suffices to determine that of A.
'fhese formulas indicate a logical structure more general

than that of  the two-valued logic;  they contain this,  how-
ever, as a special case. This is easily seen : if rve restrict the
rrumerical value of P(a) and P(b) to the nurnbers 1 and
0, the formula-s (1)-(4) furnish automatical ly the wel l -
known relations of two-valued logic, such as are expressed
in the truth-tables of logist ic;  we have only to add the two-
vrrlued truth-table for the logical product a . b, which, in
the al ternat ive logic,  is not independent ly given but is a
frrnct ion of P(a) and P(b). 's

's  I  t  ma! '  be shown that for  the special  case of  t ruth-values restr icted to 0 and
l ,  thc t ruth-value of  the logical  product is no longer arbi t rar .v but determined
lrvothcrrufcsofprobabi l i ty ' logic (cf . I l tahrscheinl ichkei t : lchre,$73).
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These brief remarks may suffice to indicate the nature of
probability logic; this logic turns out to be a generalization
of the two-valued logic, since it is applicable in case the
arguments form a continuous scale of truth-values' Let us
turn now to the question as to the interpretation of the
formal system.

If we understand by o, b, c, .. . . 
' 

proPositions, our
probability logic becomes identical with the system of
weights which we explained and made use of in our previ-
ous inquiries. We shall speak in this interpretation of the
logic oJ weights.

Horoerrer, we may give another interpretation to the
symbols a, b, c, We may understand by the symbol
d not one proposition but a series of propositions defined in
a special manner. Let us consider a propositional function
such as "#; is a die showing'side l' "1 the different throws
of the die, numbered by the index f, then furnish a series of
propositions which are sometimes true' sometimes false,
but which arc allderived from the same propositional func-
tion. We shall speak here of a propositional series (a;).
The parentheses are to indicate that we mean the whole
series formed by the individual propositions a;. Or take
the propositional function: "ff; is a case of tuberculosis
with lethal issue"l it will be sometimes true, sometimes
false, if lr; rurls through all the domain of tubercular peo-
ple.  I f  we subst i tute the symbols (n,) ,  (br) , . . . . '  in our
formulas, we may interpret P(o,), P(br), as the
limits of the frequencies with which a proposition is true in
the propositional series. As to the logical operations' we
add ths definitions 

tr

[ ( r t )  v (br) ]=(a;v b;)

l (or)  .  (br) l=(ar.bo)

l (ot)  t  (b;) l= (a;  t  b;)

l (an) = (b) l  = (a; :  b;)

().t
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which postulate that a logical operation between two prop-
ositional series is equivalent to the aggregate of these logi-
cal operations between the elements of the propositional
series. Our system of formulas then furnishes the laws of
probability according to the frequency interpretation. We
shall speak, in this case, of the logic of propositional series.
\\'e see that by these two interpretations the logical con-
ception of probabili,ty splits into two subspecies. Probabil-
ity logic is, formally speaking, a structure of linguistic ele-
ments; but we obtain two interpretations of this structure
by different interpretations of these elements. If we con-
ceive propositions as elements of this structure, and their
weights as their "truth-valuesr" we obtain the logic of
weights. If we conceive propositional series as elements of
the logical structure and the limits of their frequencies as
their "truth-valuesr" we obtain the logic of propositional
sertes.

We explained above that the identity conception main-
tains the structural identity of the logical and the mathe-
matical concept of probability; we can proceed now to an-
other form of this thesis. Our logic of weights is the prob-
ability logic of propositions; it formulates the rules of what
the adherents of the disparity conception would call the
logical concept of probability. On the other hand, our
logic of propositional series formulates the logical equiva-
lent of the mathematical conception of probability, i.e., a
logical system based on the frequency interpretation. What
the identity conception maintains is the identity of both
these logical systerns; i.e., first, their structural identity,
and, second, the thesis that the concept of weight has no
other meaning than can be expressed in frequency state-
ments. The concept of weight is, so to say, a fictional
property of propositions which we use as an abbreviation
for frequency statements. This amounts to saying that
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every weight may be conceived, in principle, as determined
by a frequency; and that, inversely, every frequency oc-
curring in statistics may be conceived as a weight. If the
adherents of the disparity conception will not admit this,
it is because in certain cases they see only the weight form
of probability and, in others, only the frequency form.
There are, however, both forms in every case. In cases
such as historical events these philosophers regard only the
weight function of probability and do not consider the
possibility of constructing a series in which the weight is
determined by a frequency. In cases such as the game of
dice, or social statistics, these philosophers see only the
frequency interpretation of probability and do not ob-
serve that the probability thus obtained may be conceived
as a weight for every single event of the statistical se-
ries. One throw of the die is an individual event in the
same sense as Julius Caesar's stay in Britain; both may
be incorporated in the logic of weights-but that does not
preclude the weight's being determined by a frequency.
The statistics necessary for this determination are easily
obtained for the die but are very difficult to obtain in the
case of Caesar's stay in Britain. We must content our-
selves in this case with crude appraisals; but this does not
prove an essential disparity of the two cases.

$ SO. ttre two ways of transforming probability logic into
two-vah.led logic

We must now raise the question as to the transformation
of probability logic in-to alternative logic. By the word
"transformation" we do not mean a transition of the type
indicated before. The transition by restriction of the do-
main of variables is a specialization; whether it applies
depends on the nature of the variables given. We seek now
for a transition which may be carried through for any kind
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of variables, and which transforms any system of probabil.
ity logic into two-valued logic.

There are two ways of effecting such a transformation.
The first is the method of diaision. In its simplest form,
the division is a dichotomy. We then cut the scale of prob-
ability into two parts by a demarcation value p, for in-
stance, the value p : tr, and make the following defini-
t ions:

lf P(a) ) ?, o is called true
lf P(a) 3 ?, o is called false

This procedure furnishes a rather crude classification of
probability statements, but it is always applicable and
suffices for certain practical purposes.

A more appropriate method of division introduces a
three-valued logic. We proceed then by a trichotonty; we
choose two demarcation valuesr p. and p,, and define:

lf P(a) 2 p,, a is called true
lf P(a) S p,, a is called false
lf ?, < P(a) < p", ais called indeterminate

I f we choos e fot p" a value near 1 and for 1t, a value near 0,
the trichotomy method has the advantage that only high
probabilities are regarded as truth and only low probabil-
ities as falsehood. As to the intermediate domain of the
indeterminate, the procedure corresponds to actual prac-
tice: there are many statement's which we cannot uti-
lize because their truth-value is unknown. If we drop these
indeterminate statements, we may regatd the rest as state-
ments of a two-valued logic; in this sense the method of
trichotomy also leads to a two-valued logic.

As to the validity of the rules of the two-valued logic
for the propositions defined as "true" or "false" by dichoto-
my or trichotomy, the following remark is to be added.
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The operation of negation applies for dichotomy because

it leads from one domain into the other on account of the

relation expressed in (4), $ 35. The same is valid for tri-
chotomy if the limits p, and p" are situated symmetrically;

on account of (4), $ 35, the negation of a true statement is

then false, and conversely. In the case of the other opera-

tions, however, the application of the rules of two-valued

logic is permissible only in the sense of an approximation.

Ifl for instancc, according to our definitions, a is true, and

/ is true, we may not always regard the logical product

a . b as also true, for there are certain exceptions. This is

the case when P(a) and P(b) are near the limit ?' or ?"i
it may happen then that P(a . b) is below the limit. Thus

if a and b are independent, the value of P(a . /) is given

by the arithmetical product of P(a) and P(b); as these

numbers are fractions below 1, their product may lie below

the limit, whereas each of them lies above the limit. A sim-

ilar case is possible for disjunction. In general, if * is false,

and b is false, their disjunction a v / is false also; it may

happen however in our derived logic that in such a case the

disjunction is true. This possibility is involved in our for-

mula (1),  $ 35; i f  P(a) and P(b) l ie below the l imit ,  P(a v b)

may lie above the limit.
The two-valued logic derived from probability logic by

dichotomy is seen to be an approximative logic only. The

same is valid for the two-valued or three-valued logic de-

rived by trichotomy. The latter becomes a strict logic

onlyif p, : 0 and?": 1, i.e., if the whole domain between
1 and 0 is called indeterminate. Then exceptions such as

those mentioned canfiot occur; only in case both a and b

are indeterminate is there a certain ambiguity.'6 Such a

logic, however, does not apply to physics, as the cases

P(a) : I or P(a) : 0 in practice do not occur; there would

'6 Cf. the author's Wahrscheinlichlceitslehrc, $$ 72 and 74.
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be no true or false statements at all in physics if this logic
were used. A transformation by division is accordingly
bound to remain an approximation.

We turn now to the second method of transformation. It
is made possible by th1 frequency interpretation of proba_
bility. We started froni a relational system I between ele_
ments a, b, c,

Llarb,c, . . . . l

L l(ar) ,  (br) ,  (cr) ,  .  .  .  .1

The truth-value of the elements (a,), (b,), (c,),. . . ., also
varies on a continuous scale. Now the propositional series
(a,), (b,), are built up of elements which are propo_
sitions of two truth-values only, and the "truth-value,i of
the propositional series (ar) may be interpreted as the fre_
quency with which the propositions ai are true. By this
interpretation, the relational system Z is transformed into
another relational system Zo

Lo la;, b;, ci, . . , .)

We may compare this transition to the introduction of new
variables in mathematics. Z" is nothing but the ordinary
two-valued logic.

That is to say: Any statement about propositional se_
ries, within the frame of probability logic, may be trans_
formed into a statement within the frime of iwo-valued
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logic about the frequency with which propositions in a

propositional series are true.
- 

li is upon this transformation that the significance of the

frequenry interpretation is founded. The frequency.inter-

preiation allows us to eliminate the probability logic and

io reduce probability statements to statements in the two-

valued logic.
This transformation seems to be, in opposition to that

by dichotomy or trichotomy, not of an approximativ€

but of a strici characterl however, it is so only if two condi-

tions are fulfilled:
1. If the new elements a;, b;, are propositions of

a strictly two-valued characterl and

2. If the statement about the frequency with which

propositions are true within a propositional series is of a

strictly two-valued character.
These conditions are fulfilled for the purely mathe-

matical calculus of probability; that is the reason why this

calculus can be built up entirely within the frame of the

two-valued logic. As for the application of this calculus

to reality, i.e., to physical statements, these two condi-

tions, however, are not fulfilled; for all statements of em-

pirical science the transition indicated remains nothing but

an approximation.
As io the second condition, the difficulty arises from the

infinity of the series. A mathematically infinite series is

given ty a prescription which provides the means of cal-

culating its qualities as far as they are demanded; in par-

ticularlts relative frequency can be calculated' This is

why the second condi€ion offers no difficulties for mathe-

-"ii.t. 
A physically infinite series; however, is known to

us only in a determinate initial section; its further continu-

ation is not known to us and remains dependent on the

problematical means of induction. A statement about the

$ re. Two wAys oF TRANSFORMATTON 331

frequency ofa physical series, therefore, cannot be uttered
with certainty: this statement is in itself only probable.
These refections lead, as we see, into a theory of probabil-
ity statements of higher levels; as these considerations in-
volve some additional analyses, we may postpone the dis-
cussion of this theory to later sections ($$ 41 and 43). It
may be sufficient for the present to state that the second
condition cannot be fulfilled for statements of the empirical
sciences.

At this point the first condition must be subjected to
closer consideration. This condition is not fulfilled in em-
pirical science because there are no propositions which are
absolutely verifiable. Such was the result of our previous
inquiries; we showed that it is only a schemarization when
we talk of a strictly true or false proposition. Before the
throw of the die, we have only a probability statement
about the result of the throw; after the throw we say that
we know the result exactly. But, strictly speaking, this is
only the transition from a low to a high probability; it is
not absolutely certain that there is a die before me on the
table showing the side 1. The same is valid for any other
proposition whatever; we need not enter again into a dis-
cussion of this idea. If we consider the second condition as
fulfilled-and for certain purposes this may be practical-
this assumption is valid, therefore, only in the sense of a
schematization.

We may indicate now what is performed in this schema-
tization. Strictly speaking, the elementary propositions a;
possess for us a weight only; if we replace this weight by
truth or falsehood, we perform a transformation by di-
chotomy or trichotomy. Thus the transformation from L
to I^, by the frequency interpretation, presupBoses another
tranformation by division concerning y\e,6ew set of ele-
ments.



332 PROBABILITY AND INDUCTION

The frequency interpretation, in introducing the two-
valued logic, cannot thereby free us from the approxima-
tive character of this logic, even if we take no account of
the second condition. This does not involve, however, the
view that such a transition is superfluous; on the contrary,
it is a procedure with which the degree of the approxima-
tion is highly enhanced. That is the reason why this trans-
formation plays a dominant role among the methods of
sclence.

. 
We might try to construct our system of knowledge by

giving every proposition an appraised weight; u,e should
then find, however, that in this way we obtain a rather bad
system of weights. The actual procedure of science re-
places such a direct method by an indirect one, which must
be regarded as one of the most perspicacious inventions of
science. We begin with a trichotomous transformation, ac-
cept the propositions of high and low weight only, and drop
the intermediate domain. Applying, then, the fi.equency
interpretation of probability, we construct by counting-
processes the weight of the propositions before omitted.
This is not the only aim of our calculations; we may even
control the weight of the propositions accepted in the be-
ginning and possibly shift them from the supposed place
within the scale of weights to a new place. Thus a proposi-
tion originally assumed to be true may afterward turn out
to be indeterminate or false. This is not a contradiction
within statistical method because the alteration of the
truth-value of some of the elementary propositions does
not, on the whole, greatly influence the frequency. We
must constantly insisCthat what was assumed by appraisal
as the weight is confirmed later on by a reduction to the
frequency of other statements which are judged by apprais-
als as well. The original appraisals are thus submitted to a
process of dissolution, directed by the frequency interpre-
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tation. This process of dissolution leads to a new set of
luppraisals; the improvement associated with this pro-
cedure consists in the fact that every individual appraisal
bccomes less important, that its possible falsehood in-
fluences the whole system less. Thus by concerted action
of trichotomy and frequency interpretation we construct
a system of weights much more exact than we could ob-
tain by a direct appraisal of the weights.

Within this procedure, the essential function of the fre-
quency interpretation becomes manifest. Although our
logic of propositions is not two-valued but of a continuous
scale, we need not start knowledge with probability logic.
We start with an approximative two-valued logic and de-
velop the continuous scale by means of the frequency inter-
pretation. The same method applies inversely: if a prob-
ability statement is given, we verify it by means of the fre-
quency interpretation, in reducing it to statements of an
approximative two-valued logic. This approximative logic
is better than the original probability logic because it omits
the doubtful middle domain of weights. It is the frequency
interpretation of probab:lity which makes this reduction
possible, for in dissolving weights into frequencies it per-
mits us to confine the direct appraisal of weights to such as
are of a high or a low degree. The frequency interpretation
frees us from the manipulation of a logical system which is
too unhandy for direct use.

We must not forget, however, that the two-valued logic
always remains approximative. The system of knowledge
is written in the language of probability logic; the two-
valued logic is a substitute language suitable only within
the frame of an approximation. Any epistemology which
overlooks this fact runs the risk of losing itself on the bare
heights of an idealization.
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$ aZ. tne aprioristic and the formalistic conception of
logic

We must now turn to the question of theorigin of the laws
of probability logic. This question cannot be separated from
the question concerning the origin of logic in general; we
must enter, therefore, into an inquiry concerning the na-
ture of logic.

In the history of philosophy there are two interpreta-
tions of logic which have played dominant roles, and which
have endured to form the main subject matter of discus-
sions on logic in our own day.

For the first interpretation, which we may call the
aprioristic interpretationrlogic is a science with its own au-
thority, whether it is founded in the a priori nature of
reason, or in the psychological nature of thought, or in
intellectual intuition or evidence-philosophers have pro-
vided us with many such phrases, the task of which is to
express that we simply have to submit to logic as to a kind
of superior comrnand.

Such was the conception of Plato, with visionary insight
into ideas superadded; such was the doctrine of most scho-
lastics for whom logic revealed the laws and nature of God;
such was the conception of the modern rationalists, Des-
cartes, Leibnitz, and Kant, men v'ho must be considered
as the founders of modern apriorism in logic and mathe-
matics. The founders of the modern logic of probability,
moreover, were not far removed from such a conception.
They discovered that the laws of this logic are as evident
as the laws of the olf,er logic; they therefore conceived
probability logic as the logic of "rational belief" in events
the truth-value of which is not kndwn, and thus as a con-
tinuation of a priori logic. Boole conceived his probability
logic as an expression of the "laws of thought," choosing
this term as the title of his major work; Venn called prob-
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ebility logic "a branch of the general science of evidence,"
and Keynes, the representative of this conception of prob-
ability logic in our day, renews the theory of "rational be-
lief." The dominion of apriorism, therefore, extends even
into the ranks of the logisticians.

The second interpretation does not acknowledge logic
as a material science and may be called theformalistic in-
terpretation of logic. The adherents of this interpretation
do not believe in an a priori character of logic. They refuse
even to talk of the "laws" of logic, this term suggesting
that there is something in the nature of an authority in
logic which we have to obey. For them logic is a system of
rules which by no means determine the content of science,
and which do nothing but furnish a transformation of one
proposition into another without any addition to its inten-
sion. This conception of logic underlay the struggle of
the nominalists in the Middle Ages; it was recognized by
those empiricists, such as Hume, who saw the need of an
explanation of the claim of necessity by logic; and it was to
constitute the basis of the modern development of logistic
associated with the names of Hilbert, Russell, Wittgen-
stein, and Carnap.'7 Wittgenstein gave the important defi-
nition of the concept of tautology: A tautology is a formu-
la the truth of which is independent of the truth-values of
the elementary propositions contained in it. Logic in this
way was defined as the domain of tautological formulas;
the view as to the material emptiness of logic found its
strict formulation in Wittgenstein's definition.

Carnap added a point of view which was essential for the
explanation of the claim of necessity by logic. Logic, he
said, in continuation of the ideas of Wittgenstein, deals

' r  I t  is  to be noted here that we use the term "formal ist ic"  in a sense some-
what wider than the sense in use within the discussion of modern logistic, where

the formalists are represented by the narrower group centering around Hilbert'
' l 'he differences between these groups are, however, not essential for our survey.
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with language only, not with the objects of language. Lan-
guage is built up of syrnbols, the use of which is determined
by certain rules. Logical necessity, therefore, is nothing
but a relation between symbols due to the rules of lan-
guage. There is no logical necessity "inherent in thingsr"
such as the prophets of all kinds of "ontology" emphasize.
The character of necessity is entirely on the side of the
symbols; such necessities, horvever, say nothing about the
world because the rules oflanguage are constructed in such
a way that they do not restrict the domain of experience.

Logic is accordingly called by Carnap the syntax of lan-
guage. There are no logical laws of the world, but only
syntactical rules of language. What we called a logical
fact ($ 1), is to be called in this better terminology a syn-
tactical fact. Instead of speaking of the logical fact that a
sentence b cannot be deduced from a sentence a,itis better
to speak of a syntactical fact: the structure of the formulas
a and b rs of such a kind that the syntactical relation "de-
ducibi l i ty" does not hold between them.

The formalistic conception of logic frees us from all the
problems of apriorism, from all questions of a correspond-
ence between mind and reality. It is for this reason the
natural logical theory of every empiricism. It does not de-
mand from us any belief in nonempirical laws. \\'hat we
know about nature is taken from experience; logic does not
add anything to the results of experience because logic is
empty, is nothing but a system of syntactical rules of lan-
guage.

Let us ask now whether we may insert probability logic
into the formalistic cbnception of logic. It is obvious that
this is, for every variety of empiricism, a basic question.
We found that the concept of probability is indispensable
for knowledge, that probability logic determines the methods
of scientific investigation. If we could not give a formalistic
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irr tcrpretat ion of probabi l i ty logic,  ; r l l  ef forts of the ant i-
r r rct lprhysic ians rvould have been in-vain;  in spi te of  their
h;rvirrg overconre the cl i f icul t ies of the two-valuecl logic,
thcy would norv fai l  before the concept which fornrs the
ve ry essence of scient i f ic prer l ict ion-before the concept of
probabi l i ty.  -{  logist ic ernpir ic isnr rvould be untenable i f
wc shoLrlc l  not succeed in t inding a formal ist ic solut ion of
thc probabi l i ty  problern.

' I 'here is such a solr .r t ior.r .  ' l 'o present i t  ue shal l  proceed
lry two steps.

J 'he f i rst  step is rnlrked by the f ieqr-rency interpretat ion.
\ \ /e shor,ved that probabi l i ty logic can be transfornre. l  into
the two-valuecl logic by the frequency interpretat ion. Our
statenrent of this transfornrat ion needs a supplementary
rcmark. Though i t  is easi ly seen that such a transf lorma-
t ion is obtained by the frequency interpretat ion, we do nor
know immediately whether or not this recluct ion requires
ruxioms of another kind for which we may have no just i f ica-
t ion. This quest ion can only be ansu'ered by an axiomati-
c ir l  procedure which reduces the rnathenrat ical  calculus of
probabi l i ty to a systern of s imple presupposit ions suf l ic ient
for the deduct ion of the whole nrathen-rat ical  system; the
nature of these axionrs has then to be considered.

This procedure has been carr ied through; i t  leads to a
result of the highest relevance for our problem. It turns
out that all theorems of probability reduce to one presup-
posit ion only:  this is just the frequency interpretat ion. I f
probability is interpreted as the limit of the relative fre-
quency in an inlinite (or finite) series, all laws of probabili-
ty reduce to arithmetical laws and, with this, become
tautological. The demonstration of this theorem involves
some colnplications, as the theory of mathematical prob-
ability refers to a great many types of probability series,
the normal series, such as occur in games of chance, being
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only a special type within this manifold. Even a short in-
dication of this demonstration would unduly lengthen our
exposition, so we must content ourselves with a statement
of the result.'8

The consequences of this result for the insertion of prob-
ability logic into the formalistic interpretation of logic are
obvious: the problem of the justification of the laws of
probability logic disappears. These laws are justified, as
arithmetical laws, within the formalistic interpretation of
mathematics. To see the effect of this result, let us re-
member the dificulties of the older writers on probability
logic. They saw that the laws of probability, although ad-
mitted by everybody, cannot be logically deduced from the
concept of probability if this concept is to mean something
like reasonable expectation, or the chance of the occurrence
of a single event; the laws, then, were to be synthetical and
a priori. The conception of the "laws of rational belief"
which expressed this idea originated from the fact that the
deducibility of these laws from the frequency interpreta-
tion was not seen. We need no "sciencl of evidenie" to
prove the laws of probability if we understand by prob-
ability the limit of a frequency. On the other hand, this is
one of the reasons we must insist on the identity conception
of the two probability concepts: if they were disparate, if
there were a nonstatistical concept of probability, the
justification of its laws by the frequency interpretation
could not be given, and the formalistic interpretation of
probability logic could not be carried through.'e We should

'EThis reduction of the oalculus of probability to one axiom concerning the
existence of a limit of the frequency has been carried through in the aut-hor's
paper, "Axiomatik der Wahrscheinlichkeitsrechnung," Mathematische Zeit-
schriJt,XXXIY (1932),568. A more detailed exposition has been given in the
author's Wahrs c hc i n li c h ke its le hre.

'c This fact has not been sufficiently noticed by some modern positivists who
have tried to defend the disparity conception against me (cf. my answer to
Popper and Carnap in Erkcnntnis,V 11935j,267).
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bc driven back into the aprioristic position and should be
obliged to believe in laws we cannot justify. It is only the
frequency interpretation which frees us from metaphysical
irssumptions and links the problem of probability with the
continuous dissolution of the a priori which marks the
tlevelopment of modern logistic empiricism.

'fhe reduction of the laws of probability to tautologies
by the frequency interpretation is only the first step in this
rlirection however. There remains a second step to be
taken.

$ 38. The problem of induction

So far we have only spoken of the useful qualities of the
frequency interpretation. It also has dangerous qualities.

The frequency interpretation has two functions within
the theory of probability. First, a frequency is used as a
substantiation for the probability statement; it furnishes
the reason why we believe in the statement. Second, a fre-
(luencv is used for the aerifcation of the probability state-
rnent; that is to say, it is to furnish the meaning of the
statement. These two functions are not identical. The
observed frequency from which we start is only the basis of
the probability inference; we intend tcrstate another fre-
quency which concernsrfz ture obseraations. Theprobability
inference proceeds from a known frequency to one un-
known; it is from this function that its importance is de-
rived. The probability statement sustains a prediction,
and this is why we want i t .

It is the problem of induction which appears with this
formulation. The theory of probability involves the problem
of induction, and a solution of the problem of probability
cannot be given without an answer to the question of in-
cluction. The connection of both problems is well knownl
philosophers such as Peirce have expressed the idea that a



340 PR.OBABILITY AI{D INDUCTION

solution of the problem of induction is to be found in the
theory of probability. The inverse relation, however, holds
as wel l .  Let us say, caut iously,  that the solut ion of both
problems is to be given within the same theory.

In unit ing the problem of probabi l i ty with that of  induc-
tion, we decide unequivocally in favor of that determina-
tion of the degree of probability which mathematicians call
the determination a posteriori. We refuse to acknowledge
any so-called determination a priori such as some math-
ematic ians introduce in the theory of the games of chance;
on this point we refer to our remarks in $ 33, where we
mentioned that the so-called determination a priori may
be reduced to a determination a posteriori. It is, therefore,
the lat ter procedure which we must now analyze.

By "determination a posteriori" we understand a pro-
cedure in which the relative frequency observed statistical-
ly is assumed to hold approximately for any future pro-
longation of the series. Let us express this idea in an exact
formulation. \\'e assume a series of events A and ,1 (non-
,4); letn be the number of events, m the number of events
of the type ,l among them. We have then the relative fre-
quency

ltn = ':

The assumption of the determination a posteriori may
now be expressed:

For any further prolongation of tlre series as far as s eaents
(s > .r), tlre relatiue Jrequency will remain within a small
interua/ around hnl i.e,,., we asJl/nte t/te relation

h-e<h'<hl*e

where e is a small number.
This assumption formulates the principle of induction.

We may add that our formulat ion states the pr inciple in a
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frrrm more general than that customary in traditional
phi losophy. The usual formulat ion is as fol lows: induct ion
is the assumption that an event which occurred n t imes wi l l
occur at al l  fo l lowing t imes. I t  is obvious that this for-
rrrulat ion is a special  case of our formulat iorr ,  corresponding
to the case h" : 1. \\ 'e cannot restrict our investigation to
this special  case because the general  case occurs in a great
nrany problems.

'I'he reason for this is to be found in the fact that the
t l . reory of probabi l i ty needs the def ini t ion of probabi l i ty as
the l imit  of  the f iequency. Our forrnulat ion is a necessary
condit ion for the existence of a l imit  of  the f iequency near
/i; what is yet to be added is that there is an h" of the kind
postulated for every e however small. If we include this
ir lea in our assumption, our postulate of induct ion becomes
the hypothesis that there is a limit to the relative frecluen-
cy rvhich does not differ greatly from the observed value.

I f  we enter now into a closer analysis of this assumption,
orre thing needs no further demonstrat ion: the formula
given is not a tautology. There is indeed no logical neces-
sity that h' remains within the interval h" + €; we may
casi ly imagine that this does not take place.

' fhe nontautological  character of induct ion has been
l<nown a long t ime; Bacon had already emphasized that i t
is just this character to which the importance of induct ion
is clue. I f  induct ive inference can teach us something new,

in opposit ion to deduct ive inference, this is because i t  is not
:r t;rutology. This useful quality has, however, become the
ccnter of the epistemological  di f f icul t ies of induct ion. I t
was David Hume who first attacked the principle from this
sicle;  he pointed out that the apparent constraint of  the
induct ive inference, al though submitted to by everybody,
cotr ld not be just i f ied. We bei ieve in induct ion; we even
( 'annot get r id of the bel ief  when we know the impossibi l i ty
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of a logical demonstration of the validity of inductive
inference; but as logicians we must admit that this belief
is a deception-such is the result of Hume's criticism. We
may summarize his objections in two statements:

1. We have no logical demonstration for the validity of
inductive inference.

2. There is no demonstration a posteriori for the induc-
tive inference; any such demonstration would presuppose
the very principle which it is to demonstrate.

These two pillars of Hume's criticism of the principle of
induction have stood unshaken for two centuries, and I
think they will stand as long as there is a scientific philoso-
phy.

In spite of the deep impression Hume's discovery made
on his contemporaries, its retrevance was not sufficiently
noticed in the subsequent intellectual development. I do
not refer here to the speculative metaphysicians which the
nineteenth century presented to us so copiously, especially

-in 
Germany; we need not be surprised that they did not

pay any attention to objections whtch so soberly demon-
strated the limitations of human reason. But empiricists,
and even mathematical logicians, were no better in this
respect. It is astonishing to see how clear-minded logicians,
like John Stuart Mill, or lVhewell, or Boole, or Venn, in
writing about the problem of induction, disregarded the
bearing of Hume's objections; they did not realize that any
logic of science remains a failure so long as we have no
theory of induction which is not exposed to Humels
criticism. It was without doubt their logical apriorism
which prevented theflr from admitting the unsatisfactory
character of their own theories of induction. But it re-
mains incomprehensible that their empiricist principles did
not lead them to attribute a higher weight to Hume's
criticism.
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It'has been with the rise of the formalistic interpretation
of logic in the last few decades that the full weight of
l{ume's objections has been once more realized. The de-
mands for logical rigor have increased, and the blank in
the chain of scientific inferences, indicated by Hume, could
no longer be overlooked. The attempt made by modern
positivists to establish knowledge as a system of absolute
certainty found an insdrmountable barrier in the problem
of induction. In this situation an expedient has been pro-
posed which cannot be regarded otherwise than as an act
of despair. . '

The remedy was sought in the principle of retrogression.
We remember the role this principle played in the truth
theory of the meaning of indirect sentences ($ 7); positiv-
ists who had already tried to carry through the principle
within this domain now made the attempi to apply it to
the solution of the problem of induction. They asked: Un-
der what conditions do we apply the inductive principle in
order to infer a new statement? They gave the true
answer: We apply it when a number of observations is
made which concern events of a homogeneous type and
which furnish a frequency h" for a determinate kind of
events among them. What is'inferred from this? You sup-
pose, they said, that you are able to infer from this a similar
future prolongation of the seriesl but, according to the
principle of retrogression, this "prediction of the future"
cannot have a meaning which is more than a repetition of
the premises of the inference-it means nothing but stat-
ing, "There u)as a series of observations of such and such
kind." The meaning of a statement about the future is a
statement about the past-this is what furnishes the appli-
cation of the principle of retrogression to inductive infer-
ence.

I do not think that such reasoning would convince any
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sound intellect. Far from considering it as an analysis of
science, I should regard such an interpretation ofinduction
rather as an act of intellectual suicide. The discrepancy
between actual thinking and the epistemological result so
obtained is too obvious. The only thing to be inferred from
this demonstration is that the principle of retrogression
does not hold if we want to keep our epistemological con-
struction in correspondence with the actual procedure of
science. We know pretty well that science wants to foresee
the future; and, if anybody tells us that "foreseeing the
future" means "reporting the pastr" we can only answer
that epistemology should be something other than a play
with words.

It is the postulate of util izability which excludes the
interpretation of the inductive inference in terms of the
prirciple of retrogression. If scientific statements are to be
utilizable for actions, they must pass beyond the statements
on which they are based; they must concern future events
and not those of the past alone. To prepare for action pre-
supposes-besides a volitional decision concerning the aim
of the action-some knowledge about the future. If we
were to give a correct form to the reasoning described, it
would amount to maintaining that there is no demonstra-
ble knowledge about the future. This was surely the idea
of Hume. Instead of any pseudo-solution of the problem of
induction, we should then simply confine ourselves to the
repetition of Hume's result and admit that the postulate of
utilizability cannot be satisfied. The truth theory of mean-
ing leads to a Hum.ean skepticism-this is what follows
from the course of the argument.

It was the intention of modetn positivism to restore
knowledge to absolute certainty; what was proposed with
the formalistic interpretation of logic was nothing other
than a resumption of the program of Descartes. The great
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founder of rationalism wanted to reject all knowledge
which could not be considered as absolutely reliable; it was
the same principle which led modern logicians to a denial of
a priori principles. It is true that this principle led Des-
cartes himself to apriorism; but this difference may be con-
sidered as a difference in the stage of historical develop-
ment-his rationalistic apriorism was to perform the same
function of sweeping away all untenable scientific claims
as was intended.by the later struggle against a priori prin-
ciples. The refusal to admit any kind of material logic-
i.e., any logic furnishing information about some "mat-
1sp"-splings from the Cartesian source: It is the in-
eradicable desire of absolutely certain knowledge which
stands behind both the rationalism of Descartes and the
logicism of positivists.

The answer given to Descartes by Hume holds as well for
modern positivism. There is no certainty in any knowledge
about the world because knowledge of the world involves
predictions of the future. The ideal of absolutely certain
knowledge leads into skepticism-it is preferable to admit
this than to indulge in reveries about a priori knowledge.
Only a lack of intellectual radicalism could prevent the
rationalists from seeing this; modern positivists should
have the courage to draw this skeptical conclusion, to trace
the ideal of absolute certainty to its inescapable implica-
t ions.

However, instead of such a strict disavowal of the
predictive aim of science, there is in modern positivism a
tendency to evade this alternative and to underrate the
relevance of Hume's skeptical objections. It is true that
lJume himself is not guiltless in this respect. He is not
ready to realize the tragic consequences ofhis criticism; his
theory of inductive belief as a habit-which surely cannot
lre cailed a solution of the problem-is put forward with
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the intention of veiling the gap pointed out by him between
experience and prediction. He is not alarmed by his dis-
covery; he does not realize that, if there is no escape from
the dilemma pointed out by him, science might as well not
be continued-there is no use for a system of predictions if
it is nothing but a ridiculous self-delusion. There are mod-
ern positivists who do not realize this either. They talk
about the formation of scientific theories, but they do not
see that, if there is no justification for the inductive infer-
ence, the working procedure of science sinks to the level of
a game and can no longer be justified by the applicability of
its results for the purpose of actions. It was the intention
of Kant's synthetic a priori to secure this working pro-

cedure against Hume's doubts; we know today that Kant's

attempt at rescue failed. We owe this critical result to the
establishment of the formalistic conception of logic. If,
however, we should not be able to find an answer to
Hume's objections within the frame of logistic formalism,
we ought to admit frankly that the antimetaphysical ver-

sion of philosophy led to the renunciation of any justifica-

tion of the predictive methods of science-led to a defini-

tive failure of scientific philosophy.
Inductive inference cannot be dispensed with because we

need it for the purpose of action. To deem the inductive
assumption unworthy of the assent of a philosopher, to
keep a distinguished reserve, and to meet with a con-

descending smile the attempts of other people to bridge

the gap between experience and prediction is cheap self-

deceit; at the very rfloment when the apostles of such a

higher philosophy leave the field of theoretical discussion
and pass to the simplest actions of daily life, they follow

the inductive principle as surely as does every earth-bound
mind. In any action there are various means to the tealiza-

tion of our aim; we have to make a choice, and we decide
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in accordance with the inductive principle. Although there
is no means which will produce with certainty the desired
effect, we do not leave the choice to chance but prefer the
means indicated by the principle of induction. If we sit at
the wheel of a car and want to turn the car to the right,
why do we turn the wheel to the right I There is no certain-
ty that the car will follow the wheel; there are indeed cars
which do not always so behave. Such cases are fortunately
exceptions. But if we should not regard the inductive pre-
scription and consider the effect of a turn of the wheel as
entirely unknown to us, we might turn it to the left as well.
I do not say this to suggest such an attempt; the effects of
skeptical philosophy applied in motor traffic would be
rather unpleasant. But I should say a philosopher who is
to put aside his principles any time he steers a motorcar is
a bad philosopher.

It is no justification of inductive belief to show that it is
a habit. It is a habit; but the question is whether it is a
good habit, where "good" is to mean "useful for the pur-
pose of actions directed to future events." If a person tells
me that Socrates is a man, and that all men are mortal, I
have the habit of believing that Socrates is mortal. I know,
however, that this is a good habit. If anyone had the habit
of believing in such a case that Socrates is not mortal, we
could demonstrate to him that this was a bad habit. The
analogous question must be raised for inductive inference.
If we should not be able to demonstrate that it is a good
habit, we should either cease using it or admit frankly that
<-rur philosophy is a failure.

Science proceeds by induction and not by tautological
transformations of reports. Bacon is right about Aristotle;
lrut the noaunz organon needs a justification as good as that
<rf the organon. Hume's criticism was the heaviest blow
against empiricism; if we do not want to dupe our con-
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sciousness of this by means of the narcotic drug of aprior-
istic rationalism, or the soporific of skepticism, we must
find a defense for the inductive inference which holds as
well as does the formalistic justification of deductive logic.

$ SO. tne justification of the principle of induction

We shall now begin to give the justification of induction
which Hume thought impossible. In the pursuit of this in-
quiry, let us ask first what has been proved, strictly speak-
ing, by Hume's objections.

Hume started with the assumption that a justification of
inductive inference is only given if we can show that induc-
tive inference must lead to success. In other words, Hume
believed that any justified application of the inductive
inference presupposes a demonstration that the conclusion
is true. It is this assumption on which Hume's criticism is
based. His two objections directly concern only the ques-
tion of the truth of the conclusion; they prove that the
truth of the conclusion cannot be demonstrated. The two
objections, therefore, are valid only in so far as the
Humean assumption is valid. It is this question to which
we must turn: fs it necessary, for the justification of induc-
tive inferencer to show that-its conclusion is true?

A rather simple analysis shows us that this assumption
does not hold. Of course, if we were able to prove the truth
of the conclusion, inductive inference would be justified;
but the converse does not hold: a iustification of the induc-
tive inference does not imply a iroof of the truth of the
conclusion. The proof.of the truth of the conclusion is only
a sufficient condition for the justification of induction, not
a necessary condition.

The inductive inference is a procedure which is to furnish
us the best assumption concerning the future. If we do not
know the truth about the future, there may be nonetheless
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a best assumption about it, i.e., a best assumption relative
to \Mhat we know. We must ask whether such a character-
ization may be given for the principle of induction. If this
turns out to be possible, the principle of induction will be
justified.

An example will show the logical structure of our reason-
rng. A man may be suffering from a grave disease; the
physician tells us: "I do not know whether an operation
will save the man, but if there i.r'any remedy, it is an
operation." In such a czlse, the operation would be justi-
fied. Of course, it would be better to know that the opera-
tion will save the manl but, if we do not know this, the
knowledge formulated in the statement of the physician is
a sufficient justification. If we cannot rcalize the sufficient
conditions of success, we shall at least rea.lize the necessary
conditions. If we were able to show that the inductive in-
fererice is a necessary condition of success, it would be
justified; such a proof would satisfy any demands which
may be raised about the justification of induction.

Now obviously there is a great difference between our
example and induction. The reasoning of the physician
presupposes inductions; his knowledge about an operation
as the only possible means of saving a life is based on induc-
tive generalizations, just as are all other statements of
empirical character. But we wanted only to il lustrate the
logical structure of our reasoning. If we want to regard
such a reasoning as a justification of the principle of induc-
tion, the character ofinduction as a necessary condition of
success must be demonstrated in a way which does not
presuppose induction. Such a proof, however, can be
given.

If we want to construct this proof, we must begin with a
determination of the aim of induction. It is usually said
that we perform inductions with the aim of foreseeing the
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future. This determination is vague; Iet us replace it by a
formulation more precise in character:

The aim oJ induction is to fnd series oJ eaents whose fre-
quenc! of occurrence conaerges toward a limit.

We choose this formulation because we found that we
need probabilities and that a probability is to be defined
as the limit of a frequency; thus our determination of the
aim of induction is given in such a way that it enables us to
apply probability methods. If we compare this determina-
tion of the aim of induction with determinations usually
given, it turns out to be not a confinement to a narrower
aim but an expansion. What we usually call "foreseeing
the future" is included in our formulation as a special casel
the case of knowing with certainty for every event t{ the
event B following it would correspond in our formulation
to a case where the limit of the frequency is of the numeri-
cal value 1. Hume thought of this case only. Thus our in-
quiry differs from that of Hume in so far as it conceives the
aim of induction in a generalized form. But we do not omit
any possible applications if we determine the principle of
induction as the means of obtaining the limit of a fre-
quency. If we have limits of frequencyr we have all we
want, including the case considered by Hume; we have
then the laws of nature in their most general form, includ-
ing both statistical and so-called causal laws-the latter
being nothing but a special case of statistical laws, corre-
sponding to the numerical value 1 of the limit of the fre-
quency. We are entitled, therefore, to consider the deter-
mination of the limip of a frequency as the aim of the
inductive inference.

Now it is obvious that we havb no guaranty that this
aim is at all attainable. The world rnay be so disorderly
that it is impossible for us to construct series with a limit.
Let us inffoduce the term "predictable" for a world which
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is sufficiently ordered to enable us to construct series with
a limit. We must admit, then, that we do not know
whether the world is predictable.

But, if the world is predictable, let us ask what the
logical function of the principle of induction will be. For
this purpose, we must consider the definition of limit. The
frequency h" has a limit at ?rif for any given e there is an
n such that h" is within ? ! , and remains within this in-
terval for all the rest of the scies. Comparing our for-
mulation of the principle of induction ($ 38) with this, we
may infer from the definition of the limit that, if there is a
limit, there is an element of the series from which the prin-
ciple of induction leads to the true value of the limit. In
this sense the principle of induction is a necessary condition
for the determination of a limit.

It is true that, if we are faced with the value h" for the
frequency furnished by our statistics, we do not know
whether this z is sufficiently large to be identical with, or
beyond, the n of the "place of convergence" for e. It may
be that our z is not yet large enough, that after n there will
be a deviation greater than c frcm p. To this we may an-
swer: We are not bound to stay at h"; we may continue our
procedure and shall always ionsider the last D" obtained as
our best value. This procedure must at sometime lead to
the true value p, if there is a limit at all; the applicability
of this procedure, as a whole, is a necessary condition of the
existence of a limit at p.

To understand this, let us imagine a principle of a con-
trary sort. Imagine a man who, if i" is reached, always
makes the assumption that the limit of the frequency is at
h" * a, where a is a fixed constant. If this man continues
his procedure for increasingn, he is sure to miss the limit;
this procedure must at sometime become false, if there is
a limit at all.
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We have found now a better formulation of the neces-
sary condition. We must not consider the individual as-
sumption for an individual h" I we must take account of the
procedure of continued assumptions of the inductive type.
The applicability of this procedure is the necessary condi-
tion sought.

If, however, it is only the whole procedure which consti-
tutes the necessary condition, how may we apply this idea
to the individual case which stands before us? We want to
know whether the individual i 'observed by us differs less
than e from the limit of the convergence; this neither can
be guaranteed nor can it be called a necessary condition of
the existence of a limit. So what does our idea of the nec-
essary condition imply for the individual case? It seems
that for our individual case the idea turns out to be with-
out any application.

This difficulty corresponds in a certain sense to the
difficulty we found in the application of the frequency
interpretation to the single case. It is to be eliminated by
the introduction of a concept already used for the other
problem: the concept ofposit.

If we observe a frequency h" and assume it to be the
approximate value of the limit, this assumption is not
maintained in the form of a true statement; it is a posit
such as we perform in a wager. We posit lf as the value of
the limit, i.e., we wager on l{ rjust as we wager on the side
of a die. We know that h" is our best wager, therefore we
posit it. There is, however, a difference as to the type of
posit occurring here and in the throw of the die.

In the case of the die, we know the weight'belonging to
the posit: it is given by the degree of probability. If we
posit the case "side other than that numbered 1r" the
weight of this posit is 5 /6. We speak in this case of a posit

with appraised weight, or, in short, of an appraised posit,
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In the case of our positing l{ , we do not know its weight.
We call it, therefore, a blind posit. We know it is our best
posit, but we do not know how good it is. Perhaps, al-
though our best, it is a rather bad one.

The blind posit, however, may be corrected. By con-
tinuing our series, we obtain new values h"; we always
choose the last 2". Thus the blind posit is of an approxima-
tive type; we know that the method of making and cor-
recting such posits must in time lead to success, in case
there is a limit of the frequency. It is this idea which fur-
nishes the justification of the blind posit. The procedure
described may be called the ntethod of anticipation; \n
choosing h" as our posit, we anticipate the case where z is
the "place of convergence." It may be that by this antici-
pation we obtain a false value; we know, however, that a
continued anticipation must lead to the true value, if there
is a limit at all.

An objection may arise here. It is true that the principle
of induction has the quality of leading to the limit, if there
is a limit. But is it the only principle with such a property ?
There might be other methdds which also would indicate
to us the value of the limit.,

Indeed, there might be. There might be'even better
methods, i.e., methods giving us the right value p of the
limit, or at least a value better than ours, at a point in the
series where h" is stil l rather far from p. Imagine a clair-
voyant who is able to foretell the value p of the limit in
such an early stage of the series; of course we should be
very glad to have such a man at our disposal. We may,
however, without knowing anything about the predictions
of the clairvoyant, make two general statements concern-
ing them: (1) The indications of the clairvoyant can differ,
if they are true, only in the beginning of the series, from
those given by the inductive principle. In the end there
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must be an asymptotical convergence between the indica-
tions of the clairvoyant and those of the inductive prin-
ciple. This follows from the definition of the limit. (2) The
clairvoyant might be an imposter; his prophecies might be
false and never lead to the true value p of the limit.

The second statement contains the reason why we can-
not admit clairvoyance without control. How gain such
control? It is obvious that the control is to consist in an
application of the inductive principle: we demand the fore-
cast of the clairvoyant and compare it with later observa-
tions; if then there is a good correspondence between the
forecasts and the observations, we shall infer, by induc-
tion, that the man's prophecies will also be true in the
future. Thus it is the principle of induction which is to
decide whether the man is a good clairvoyant. This dis-
tinctive position of the principle of induction is due to the
fact that we know about its function of finally leading to
the true value of the limit, whereas we know nothing about
the clairvoyant.

These considerations lead us to add a correction to our
formulations. There are, of course, many necessary condi-
tions for the existence of a limit; that one which we are to
use however must be such that its character of being neces-
sary must be known to us. This is why we must prefer the
inductive principle to the indications of the clairvoyant
and control the latter by the former: we control the un-
known method by a known one.

Hence we must continue our analysis by restricting the
search for other methpds to those about which we may
know that they must lead to the true value of the limit.
Now it is easily seen not only that the inductive principle
will lead to success but also that every method will do the
same if it determines as our wager the value

h*c,
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where cnis a number which is a function of n, or also of Z',
but bound to the condition

"li:T 
t" : o

Because of this additional condition, the method must lead
to the true value p of the limit; this condition indicates
that all such methods, including the hductive principle,
must converge asymptotically. The inductive principle is
the special case where

"  
Cn:O

for all values of z.
Now it is obvious that a system of wagers of the more

general type may have advantages. The "correction" r,
may be determined in such a way that the resulting wager
furnishes even at an early stage of the series a good approx-
imation of the limit p. The prophecies of a good clair-
voyant would be of this type. On the other hand, it may
happen also that r, is badly d'etermined, i.e., that the con-
vergence is delayed by the cqrrection. If the term r, is ar-
bitrarily formulated, we know nothing about the two pos-
sibilities. The value rn = 0-i.e., the inductive principle-
is therefore the value of the smallest risk; any other deter-
mination may worsen the convergence. This is a practical
reason for preferring the inductive principle.

These considerations lead, however, to a more precise
formulation of the logical structure of the inductive in-
ference. We must say that, if there is any method which
leads to the limit of the frequency, the inductive principle
will do the samel if there is a limit of the frequency, the
inductive principle is a sufficient condition to find it. If
we omit now the premise that there is a limit of the fre-
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quency, we cannot say that the inductive principle is the
necessary condition of finding it because there are other
methods using a correction r". There is a set of equivalent
conditions such that the choice of one of the members of
the set is necessary if we want to find the limit; and, if
there is a limit, each of the members of the set is an ap-
propriate method for finding it. We rnay say, therefore,
that the applicability of the inductive principle is a nec-
essary condition of the existence of a limit of the frequency.

The decision in favor of the inductive principle among
the members of the set of equivalent means may be sub-
stantiated by pointing out its quality of embodying the
smallest risk; after all, this decision is not of a great rele-
vance, as all these methods must lead to the same value of
the limit if they are sufficiently continued. It must not be
forgotten, however, that the method of clairvoyance is not,
without further ado, a member of the set because we do
not know whether the correction rn occurring here is sub-
mitted to the condition of convergence to zero. This must
be proved first, and it can only be proved by using the
inductive principle, viz., a method known to be a member
of the set: this is why clairvoyance, in spite of all occult
pretensions, is to be submitted to the control of scientific
methods, i.e., by the principle of induction.

It is in the analysis expounded that we see the solution
of Hume's problem.'o Hume demanded too much when he
wanted for a justification of the inductive inference a proof
that its conclusion is true. What his objections demon-
strate is only that such a proof cannot be given. We do not
perform, however, an inductive inference with the preten-
sion of obtaining a true statement. What we obtain is a

'o This theory of induction was first published by the author in Erkcnntnit,lll
(1933),421-25. A more detailed exposition was given in the authot's Wahr-
s e heinlie hkeit s lclra, $ 80.
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wager; and it is the best wager \ile can lay because it cor_
responds to a procedure the applicability of which is the
necessary condition of the possibility of predictions. To
fulfil the conditions sufficient for the attainment of true
predictions does not lie in our power; let us be glad that we
are able to ful6l at least the conditions necessary for the
realization of this intrinsic aim of science.

$ lO. Two objections against our justification of induc-
tion

Our analysis of the problem of induction is based on our
definition of the aini of induction as the evaluation of a lim-
it of the frequency. Certain objections may be raised as to
this statement of the aim of induction.

The first objection is based on the idea that our formula_
tion demands too much, that the postulate of the existence
of the limit of the frequency is too strong a postulate. It is
argued that the world might be predictable even if there

tive inference should fail."'
To this we must reply that our postulate does not de_

mand the existence of a limit of the frequency for all series
of events. It is sufficient if there is a certain number of
series of this kind; by means of these we should then be

. - This objection has been raised by P. Hertz, Erkcnntnis,yl (1936),25; cf.
also my answer, itid., p.32.
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able to determine the other series. We may imagine series
which oscillate between two numerical values of the fre-
quency; it can be shown that the description of series of
this type is reducible to the indication of determinable
subseries having a limit of the frequency. Let us introduce

the term reducible series for series which are reducible to
other series having a limit of their frequency; our definition
of predictability then states only that the world is consti-

tuted by reducible series. The inductive procedure, the

method of anticipation and later correction, will lead auto-

matically to distinguishing series having a limit from other

series and to the description of these others by means of

the series having a limit. We cannot enter here into the

mathematical details of this problem; for an elaboration

of this we must refer to another publication."

To elude our defense, the objection might be continued

by the construction of a world in which there is no series

having a limit. In such a world, so our adversary might

argue, there might be a clairvoyant who knows every event
of a series individually, who could foretell precisely what
would happen from event to event-is not this "foreseeing

the future" without having a limit of a frequency at one's

disposal I
We cannot admit this. Let us call C the case in which

the prediction of the clairvoyant corresponds to the event

observed later, e (non-C) the opposite case. Now if the

clairvoyant should have the faculty supposed, the series of

events of the type C and e would define a series with a limit

of the frequency. If the man should be a perfect prophet,

this limit would be the number 1; however we may admit

less perfect prophets with a lower limit. Anyway, we have

constructed here a series with a limit. We must have such

a series if we want to control the prophetl our control

,, Cf . ibid., p, 36,
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would consist in nothing but the application of the prin-
ciple of induction to the series of events C rnd e , i.e., in an
inductive inference as to the reliability of the prophet,
based on his successes. Only if the reduction to such a se-
ries with a limit is possible can we know whether or not the
man is a good prophet because only this reduction gives us
the means of control. '

We see from this consideration that the case imagined is
not more general but less general than our world of re-
ducible series. A forecast giving us a true determination of
every event is a much more special case than the indication
of the limit of the frequencJ, and is therefore included in
our inductive procedure. We see, at the same time, that
our postulate of the existence of limits of the frequencies is
not a restriction of the concept of predictability. Any
method of prediction defines by itself a series with a limit
of the frequency; therefore, if prediction is possible, there
are series with limits of the frequencies.

We are entitled, therefore, to call the applicability of the
inductive procedure a necessary condition of predictabil-
ity.. We see at the same time why such a relation holds:
it is a logical consequence of the defnition oJ predictability.
This is why we can give our demonstration of the unique
position of the inductive principle by means of tautological
relations only. Although the inductiae inference is not a tau-
tology, the proof that it leads to the best posit is based on
tautologies only. The formal conception of logic was placed,
by the problem of induction, before the paradox that an
inference which leads to something new is to be justified
within a conception of logic which allows only empty, i.e.,
tautological, transformations: this paradox is solved by
the recognition that the "something new" furnished by the
inference is not maintained as a true statement but as our
best posit, and that the demonstration is not directed
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toward the truth of the conclusion but to the logical rela-
tion of the procedure to the aim of knowledge.

There might be raised, instinctively, an objection
against our theory of induction: that there appears some
thing like "a necessary condition of knowledge"-a coh-
cept which is accompanied since Kant's theory of knowl-
edge by rather an unpleasant favor. In our theory, how-
ever, this quality of the inductive principle does not spring
from any a priori qualities of human reason but has its
origin in other sources. He who wants something must say
what he wants; he who wants to predict must say what he
understands by predicting. It we try to find a definition of
this term which corresponds, at least to some extent, to the
usual practice of language, the definition-independently
of further determination-will turn out to entail the pos-
tulate of the existence of certain series having a limit of the
frequency. It is from this component of the definition that
the character of the inductive principle as being a neces-
sary condition of predictability is deduced. The applica-
tion of the principle of induction does not signify, there-
fore, any restriction or any renunciation of predictability
in another form-it signifies nothing but the mathematical
interpretation of what we mean by predictability, properly
speaking.

We turn now to a second objection. It was the claim
of the first objection that our definition of predictability
demands too muchl the second objection, on the contrary,
holds that this definition demands too little, that what we
call predictability is rpt a sufficient condition of actual pre-
dictions. This objection arises from the fact that our
definition admits infinite series of events; to this concep-
tion is opposed the view that a series actually observable
is always finite, of even a rather restricted length, deter-
mined bv the short duration of human lives.
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We shall not deny the latter fact. We must admit that
there may be a series of events having a limit whose con-
vergence begins so late that the small portion of the series
observed by human beings does not reveal any indication
of the later convergence. Such a series would have for us
the character of a nonconverging series. Applying the prin-
ciple of induction, we shoultl never have success with our
inferencesl after a short time, our posits would always turn
out false. Although, in such a case, the condition of pre-
dictability would be fulfilled, the inductive procedure
would not be a practically sufficient means for discovering
i t .  a

We shall not deny this consequence either. We do not
admit, however, that the case considered raises any objec-
tion to our theory. We did not start for our justification of
induction from a presupposition that there are series hav-
ing a limit; in spite of this, we contrived to give the justifi-

cation sought. This was made possible by the use of the
concept of necessary condition; we said that, if we are not
sure of the possibility of success, we should at least realize
its necessary conditions. The case of convergence coming
too late amounts to the same thing as the case of noncon-
vergence, as far as human abilities are concerned. How-
ever, if we succeed in giving a justification of the inductive
procedure even if this worst of all cases cannot be excluded
a priori, our justification will also have taken account of
the other case-the case of a convergence which is too late.

Let us introduce the term practical limit for a series
showing a sufficient convergence within a domain acces-
sible to human observations; we may add that we may
cover by this term the case of a series which, though not
converging at infinity, shows an approximate convergence
in a segment of the series, accessible in practice and sufi-
ciently long (a so-called "semiconvergent series"). We
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may then say that our theory is not concerned with a
mathematical limit but with a practical limit. Predicta-
bility is to be defined by means of the practical limit, and
the inductive procedure is a sufficient condition of success
only if the series in question has a practical limit. With
these concepts, however, we may carry through our argu-
ment just as well. The applicability of the inductive pro-
cedure may be shown, even within the domain of these
concepts, to be the necessary condition of predictability.

It is the concept of necessary condition on which our
reasoning is based. It is true that, if the series in question
should have no practical limit-including the case of too
late a convergence-this would imply the inefficiency of
the inductive procedure. The possibility of this case, how-
ever, need not restrain us from at least wagering on suc-
cess. Only if we knew that the unfavorable case is actual,
should we renounce attempts at prediction. But obviously
this is not our situation. We do not know whether we shall
have success; but we do not know the contrary either.
Hume believed that a justification of induction could not
be given because we do not know whether we shall haue suc-
cess; the correct fomulation, instead, would read that
a justification of induction could not be given if we knew
that we should haoe no success, We are not in the latter
situation but in the former; the question of success is for
us indeterminate, and we may therefore at least dare a
wager. The wager, however, should not be arbitrarily laid
but chosen as favorably as possible; we should at least
actualize the necessary conditions of success, if the sufi-
cient conditions are not within our reach. The applicabili-
ty of the inductive procedure being a necessary condition
of predictability, this procedure will determine our best
wager.

We may compare our situation to that of a man who
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wants to fish in an unexplored part of the sea. There is no
one to tell him whether or not there are fish in this place.
Shall he cast his net ? Well, if he wants to fish in that place
I should advise him to cast the net, to take the chance at
least. It is preferable to try even in uncertainty than not to
try and be certain of getting nothing.

$ +t. Concatenated inductions

The considerations concerning the possibility of too slow
a convergence of the series could not shake our justification
of the inductive procedure, as signifying at least an at-
tempt to find a practiially convergent series; they do point
out, however, the utility of methods which would lead to a
quicker approximation, i.e., which would indicate the true
value of the limit at a point in the series where the relative
frequency is still rather different from the limiting value.
We may want even more; we may want methods which
give us the numerical value of the limit before the physical
actualization of the series has begun-a problem which
may be considered as an extreme case of the first problem.
The elaboration of such methods is indeed a question of the
greatest relevancel we shall ask now whether or not they
exist, and how they are to be found.

We have abeady met with an example which may be
considered as the transition to a method of quicker ap-
proximation. We discussed the possibility of a clairvoyant
and said that his capacities might be controlled by the
inductive principle; we said that, should the conrol con-
firm the predictions, the clairvoyant was to be considered a
reliable prophet, and his indications as superior to those
of the inductive principle. This idea shows an important
feature of inductive methods. We may sometimes infer by
means of the inductive principle that it is better to apply
some other method of prediction; the inductive principle



364 PROBABILITY AND INDUCTION

may lead to its own supersession. This is no contradiction;
on the contrary, there is no logical difficulty in such a pro-
cedure-it even signifies one of the most useful methods of
scientific inquiry.

If we want to study inferences of such a type, we need
not trouble clairvoyants or oracles of a mystic kind:
science itself has developed such methods to a vast extent.
The method of scientific inquiry may be considered as a
concatenation of inductive inferences, with the aim of
superseding the inductive principle in all those cases in
which it would lead to a false result, or in which it would
lead us too late to the right result. It is to this procedure
of concatenated inductions that the overwhelming success
of scientific method is due. The complication of the pro-
cedure has become the reason why it has been misinter-
preted by many philosophers; the apparent contradiction
to a direct application of the inductive principle, in indi-
vidual cases, has been considered as a proof for the exist-
ence of noninductive methods which were to be superior to
the "primitive" method of induction. Thus the principle of
causal connection has been conceived as a noninductive
method which was to furnish us with an "inner connec-
tion" of the phenomena instead of the "mere succession"
furnished by induction. Such interpretations reveal a pro-
found misunderstanding of the methods of science. There
is no difference between causal and inductive laws; the
former are nothing but a special case of the latter. They
are the case of a limit equal to 1, or at least approximately
equal to I ; if we know, in such a case, the value of the limit
even before the series fias begun, we have the case of the
individual prediction of future everrts happening in novel
conditions, such as is demanded within the causal concep-
tion of knowledge. This case, therefore, is included in our
theory of concatenated inductions.
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The connecting link, within all chains of inferences lead-
ing to predictions, is always the inductive inference. This
is because among all scientific inferences there is only one
of an overreaching type: that is the inductive inference. All
other inferences are emptyr tautological; they do not add
anything new to thq experiences from which they start.
The inductive inferen:ce does; that is why it is the elemen-
tary form of the method of scientific discovery. However,
it is the only form; there are no cases of connections of
phenomena assumed by science which do not fit into the
inductive scheme. We need only construct this scheme in
a suficiently general form to include all methods of science.
For this purpose, \pe must turn now to an analysis of con-
catenated inductions.

We begin with a rather simple case which already shows
the logical structure by which the inductive inferenc e may
be superseded in an individual case. Chemists have found
that almost all substances will melt if they are sufficiently
heated; only carbon has not been liquefied. Chemists do
not believe, however, that carbon is infusible; they are con-
vinced that at a higher temperature carbon will also melt
and that it is due only to the,imperfection of our technical
means that a sufficiently high temperature has not yet been
attained. To construe the logical structure of the infer-
ences connected with these experiences, let us denote by ,1
the melted state of the substance, by Z the contrary state,
and arrange the states in a series of ascending tempera-
tures; we then have the scheme

Copper:  i_ i_z-A A z z z z . .  . .
I ron:  ZZZZZ/tZ' l / t . . . .
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To this scheme, which we call a probability lattice, we apply
the inductive inference in two directions. The first is the
horizontal. For the first lines it furnishes the result that
above a certain temperature the substance will always be
in liquid state. (Our example is a special case of the induc-
tive inference, where the limit of the frequency is equal to
1.) For the last line, the corresponding inference would
furnish the result that carbon is infusible. Here, however,
an inference in the vertical direction intervenesl it states
that in all the other cases the series leads to melting, and
infers from this that the same will hold for the last line if
the experiment is sufficiently continued. We see that here
a cross-induction concerning a series of series occurs, and
that this induction of the second level supersedes an in-
duction of the first level.

This procedure may be interpreted in the followingway,
Applying the inductive principle in the horizontal direc-
tion, we proceed to posits concerning the limit of the fre-
quency; these are blind posits, as we do not know a
co-ordinated weight. Presupposing the validity of these
posits, we then count in the vertical direction and find that
the value I has a high relative frequency among the hori-
zontal limits, whereas the value 0 furnished by the last line
is an exception. In this way we obtain a weight for the
horizontal limits; thus the blind posits are transformed into
posits with appraised weight. Regarding the weights ob-
tained we now correct the posit of the last line into one
with the highest weight. The procedure may therefore be
conceived as a transformation of blind posits into posits
with appraised weight'E, combined with corrections follow-
ing from the weights obtained-a typical probability meth-
od, based on the frequency interpretation. It makes use of
the existence of probabilities of different levels. The fre-
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quency within the horizontal lines determines a probability
of the first level; counting the frequency within a series the
elements of which are thernselves series we obtain a prob-
ability of the second level.'r The probability of the second
level determines the weight of the sentence stating a prob-
ability of the first level. $e must not forget, however, that
the transformation into an appraised posit concerns only
the posits of the first level, whereas the posits of the second
level remain blind. Thus at the end of the transformation
there appears a blind posit of higher level. This of course
may also be transformed into a posit with appraised
weight, if we incorporate it into a higher manifold, the
elements of which are series of series; it is obvious that this
transformation will again furnish a new blind posit of a
still higher level. We may say: Every blind posit may be
transformed into a posit with appraised weight, but the
transformation introduces new blind posits. Thus there
will always be some blind posits on which the whole con-
catenation is based.

Our example concerns a special case in so far as the limits
occurring are I and 0 only. If we want to find examples of
the general case, we must pass to cases of statistical laws.
To have a model of the inferences occurring, let us consider
an example of the theory of games of chance, chosen in such
a form that simplified inferences occur.

Let there be a set of three urns containing white and
black balls in different ratios of combination; suppose we
know that the ratios of the white balls to the total number
of bal ls arc l :4r2:4, and 3:4, but that we do not know to
which urn each of these ratios belongs. We choose an urn,
then make four draws from it (always putting the drawn

'3 As to the theory of probabilities of higher levels cf. the author's Wahr-
s c hei nlie hkeits le hre, $$ 55-6o,
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ball back into the urn before the following draw), and ob-
tain three white balls. Relative to further draws from the
same urn) we have now two questions:

1. What is the probabi l i ty of  a white bal l?
According to the inductive principle, this question will

be answeredby 3/a. This is a blind posit. To transform it
into a posit with appraised weight, we proceed to the sec-
ond quest ion:

2. What is the probability that the probability of a
white bal l  is 3/4?

This question concerns a probability of the second level;
it is equivalent to the question as to the probability judged
on the basis of the draws already made that the chosen urn
contains the ratio 3/4. The calculus of probability, by
means of considerations also involving a problem of a
probability lattice, gives to this question a rather compli-
cated answer which we need not here analyze; in our ex-
ample it furnishes the value 27 /45. We see that though
our best posit in the given case will be the limit3/4 of the
frequency, this posit is not very good; it itself has only the
weight 27 /46. Considering the next drawing, as a single
case, we have here two weights: the weight 3/4 for the
drawing of a white ball, and the weight 27 /46 for the value
3/4 of the first weight. The second weight in this case is
smaller than the first; if, to obtain a comparison, we write
the weights in decimal fractions, we have 0.75 for the first
and 0.59 for the second weight.

In this example the original posit is confirmed by the
determination of the.. weight of the second level, this one
being greater than 7/2, and therefore greater than the
second level weight belonging to'the wagers on the limit
2/4 or l/a. By another choice of the numerical values, a
case of correction would result, i.e., a case in which the
weight of the second levelovould incline us to change the
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first posit. If there were twenty urns, nineteen of which
contained white balls in a ratio of l/4, and only one con-
tained white balls in the ratio of 3/4, the probability at the
second level would become 9/28 :0.32; in such a case, !\'e
should correct the first posit and posit the limitl/4, in op-
position to the principle of lnduction. The occurrence of
three white balls among four would then be regarded as a
chance exception which could not be considered as a suf-
ficient basis for an inductive inference; this correction
would be due to the change of a blind posit into an ap-
praised one.

Our example is, as we said, simplified; this simplification
is contained in the following two points. First, we presup-
posed some knowledge about the possible values of the
probabilities of the first level: that there are in dispute
only the three values | /4,2/4, and 3/4 (in the second case:
only the two values | /4 and 3/4). Second, we presupposed
that the urns are equally probable for our choice, i.e., we
attribute to the urns the initial probabilities l/3 (in the
second casez 1,/20); this presupposition is also contained
in the calculation of the value 27/46 (in the second case:
9/28) for the probability of the second level.

In general, we are not entitled to such presuppositions.
We are rather obliged to make inquiries as to the possible
values of the probabilities of the first level and their cor-
responding initial probabilities. The structure of these in-
ferences is also to be expressed in a probability lattice, but
of a type more general than that used in the example con-
cerning the melting of chemical substances; the limits of
the frequencies occurring here are not just 1 or 0. The an-
swers can only be given in the form of posits based on fre-
qtrency observations, so that the whole calculation involves
still further posits and posits of the blind type. This is why
we cannot dispense with blind posits; although each can be
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transformed into an appraised posit, new blind posits are
introduced by the transformation itself.'4

Before we enter into an analysis of this process leading
to posits and weights of higher levels, we must discuss some
objections against our probability interpretation of scien-
tific inferencis. It might be alleged that not all scientific
inferences are purely of the probability type and so not
fully covered by our inductive schema. The objection may
run that there are causal assumptions behind our infer-
ences without which we should not venture to place our

ture of the solids. Causal assumptions of this kind play a

decisive role in such inferences as furnished by the ex-
ample.

Although we shall not deny the relevance of considera-
tions of this kind as far as the actual inference of the Phys-
icist is concerned, their occurrence, however, does not pre-

clude the possibility that these so-called causal assumP-

tions admil an interpretation of the inductive type. We

simplified our analysis to show the inductive structure of

the main inferences; what is shown by the objection is that

an isolation of some of the inductive chains is not corfect'

that every case is incorporated in the whole concatenation
of knowledge. Our thesis that all inferences occurring are

,r For an exact analysis of these infeiences cf, the author's I'Vahrscheinlich-

heiulchrc, $77,
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of the inductive type is not thereby shaken. We shall show
this by another example which will clarify the inductive
nature of so-called causal explanations.

Newton's law of gravitation \as always been considered
as the prototype of an explicative law. Galileo's law of fall-
ing bodies and Kepler's law of the elliptic motion o_f celes-
tial bodies were inductive generalizations of observed facts;
but Newton's law, it is said, was a causal explication of the
facts observed. Newton did not observe facts but refected
upon them; his idea of an attactive force explained the

I cannot admit this. On the contrary, Newton's dis-
covery seems to me to involve typical methods of the prob_
ability procedure of science. To show this, let us enter into
a more detailed analysis of the example.

The experiments of Galileo were performed on falling
bodies whose spatiotemporal positions he observed; he
found that the quantities measured fit into the formula
s:gtrf2, and inferred, by means of the inductive prin-
ciple, that the same law holds for similar cases. Let us de-
note by ,1 the case that the spatiotemporal values meas_
ured fulfil the relation s : gt"fL; we have then a series in
which 

't 
has been observed with a relative frequency al-

most equal to 1, and for which we maintain a limit of the
frequency at 1. Correspondingly, Kepler observed a series
of spatiotemporal positions of the planet Mars and found
that they may be connected by a mathematical relation
which he called the Law of Areas. If we again denote by
,4 the case that the relation is fulfilled by the spatio-
temporal values, we also obtain a series in which ,1 has a
relative frequency of almost l, and for which a limit at I is
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inferred. The contrary cases ,7 (non-tt) include those

cases, never wholly to be eliminated, in which the observa-

tions do not fit inio the mathematical relation. As the ob-

servations of both examples relate to not one but numerous

series of experiments, we have to represent them by the

following schema:

:A ' t :AA: '  
: ' io"" . .

A,fZ/VrtA/1A.. . .
Kepler

It is the discovery of Newton that a formula may be given

which includes the observations of both Galileo and Kep-

Ierl we may therefore consider the preceding scheme, con-

sisiing of iwo parts' as one undivided scheme for which

the case .,4 is defined by one mathematical relation only'

It is the famous relation k(m'm"f r') which does this; the

case A may be regarded as meaning the correspondenc-eof

observations to this mathematical law, in both parts of the

scheme.
With this recognition, the applicability of probability

methods is greatly expanded. We are now able to apply

cross-inductions leading from the Galilean lines of the

scheme to the Keplerian lines, and inversely; i.e., the

validity of Kepler's laws is no longer based on Kepler's

observational material alone but jointly on Galileo's ma-

terial, anci converselyo the validity of Galileo's law is joint-

ly supported by Kepler's observational material. Before

Newton, similar cross-inductions Were only possible within

each section of the schema separately. Newton's dis-

covery, therefore, in unifying both theories, involves an

increase of certainty for both of them; it l inks a more com-
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prehensive body of observational material together to
form one inductive group.

The increase of certainty described corresponds to the
conception of the men of science qhown on the occasion of
theoritical discoveries of this kind. Classical logic and epis-
temology could not assign any valid argument for this in-
terpretation; it is only probability logic which, by the idea
ofconcatenated inductions, is able to justify such a concep-
tion. We see that only in placing the causal strucrure of
knowledge within the framework of probability do we ar-
rive at an understanding of its essential features.

$ +2. ttre two kinds of simplicity

It might be objected to our interpretation that, logically
speaking, Newton's discovery is trivial; if a finite set of
observations of very different kinds is given, it is always
mathematically possible to construct a formula which
simultaneously embraces all the observations. In general
such a formula would be very complicated, even so compli-
cated that a human mind would not be able to discover it;
it is the advantage of Newton's discovery that in this case
a very simple formula suffices. But this, the objection con-
tinues, is all Newton did; Newton's theory is simpler, more
elegant than others-but progress in the direction of truth
is not connected with his discovery. Simplicity is a matter
of scientific taste, a postulate of scientific economy, but
has no relation to truth.

This kind of reasoning, well known from many a posi-
tivistic writer, is the outcome of a profound misunder-
standing of the probability character of scientific methods.
It is true that for any set of observations a comprehensive
formula may be constructed, at least theoretically, and
that Newton's formula is distinguished by simplicity from
all the others. But this simplicity is not a matter of scien-
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tific taste; it has on the contrary an inductive function,

ir., i, brings to Newton's formula good predictional quali-

,i.r. f" sh"ow this, we must add a remark concerning sim-

plicity.
'-ih.r. are cases in which the simplicity of a theory is

nothing but a matter of taste or of economy' These.are

.".* ii which the theories compared are logically equiva-

lent, i.e., correspond in all observable facts' A well-

l;;;" ."r. of thi. typ" is the difference of- systems of

-"n.,r..-.nt. 
The tnetric"l system is simpler than the sys-

;;; ;a yards and inches, but ihere is no difference in their

truth-character; to any indication within the metrical

.n.a.- there is-a corresponding indication within the sys-

il- 
"f 

yards and inches-if one is true, the other is true

;i;;, 
-"4 

conversely. The greater simplicity in this case is

,"4i, a matter of taste 
"nJ 

..otto'''y. Calculations within

the metrical system permit the appiication of the rules of

decimal fr"ctions; this is indeed a great practical ad-

"""a"g" 
which makes the introduction of the metrical

ry.i.ti a*irable in those countries which still keep to the

vard and inch system-but this is the only difference' For

iii, r.i"a of simplicity which concerns only the description

and not the facls co-ordinated to the description, I have

proposed the name descriptiae s-implicity' It plays a gre.at

iot. i" modern physics in all those places where a choice

t.,*""n definitions is open to us' This is the case in many

of Einstein's theorems; it is the reason the theory of r9l1-
rmples of descriPtive simPlici-
em of reference which is to be
natter of descriPtive simPlici-
Einstein's ideas that we have

simplicity, that there is no dif-

ference of truth-character such as Copernicus believed'

it,. q.r.r.ion of the definition of simultaneity or of the
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choice of Euclidean or non-Euclidean geometry are also of
this type. In all these cases it is a matter of convenience
only for which definition we decide..

However, there are other cases in which simplicity de-
termines a choice between nonequivalent theories. Such
cases occur when a diagram is to be drawn which is
determined by some physical measurements. Imagine that
a physicist found by experiment the points indiiated on
Figure 6; he wants to draw a curve which passes through

'l
Frc. 6.-The simplest curve: inductive simplicity

the data observed. It is well known that the physicist
chooses the simplest curve; this is not to be regarded as a
matter of convenience. We have drawn in Figure 6, in ad-
dition to the simplest curve, one (the dotted line) which

tional material. The choice of the simplest curve, conse-
quently, depends on an inductive assumption: we believe
that the simplest curve gives the best predictions. In such
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a case we speak of inductiae simplicity; this concept applies
to theories which differ in respect to predictions, although
they are based on the same observational material. Or,
more precisely speaking: The relation "difference as to
inductive simplicity" holds between theories which are
equivalent in respect to all observed facts, but which are
not equivalent in respect to predictions.'s

The confusion of both kinds of simplicity has caused
much mischief in the field of the philosophy of science.
Positivists like Mach have talked of a principle of economy
which is to replace the aim of truth, supposedly followed
by science; there is, they sayr no scientific truth but only a
most economical description. This is nothing but a con-
fusion of the two concepts of simplicity. The principle of
economy determines the choice between theories which
differ in respect to descriptive simplicity; this idea has been
erroneously transferred to cases of inductive simplicity,
with the result that no truth is left at all but only economy.
Actually in cases of inductive simplicity it is not economy
which determines our choice. The regulative principle of
the construction ofscientific theories is the postulate ofthe
best predictive character; all our decisions as to the choice
between unequivalent theories are determined by this
postulate. If in such cases the question of simplicity plays
a certain role for our decision, it is because we make the
assumption that the simplest theory furnishes the best pre-
dictions. This assumption cannot be justified by conven-
ience; it has a truth-character and demands a justification

within the theory of.probability and induction.
Our theory of induction enables us to give this justifica-

,sThe terms "descr ipt ive s impl ic i ty"  and " induct ive s i inpl ic i ty" ,have been
introduced in the author's ,lxiomatik dcr relatittistischcn Raum-Zeit-Lchre
(Braunschweig , 1924), p. 9. A further elucidation of these concepts has been
given in the author's Ziele und Llegc der physikalischen Erkcnntnis in Handbuch
dcr P hy s i h, ed. Geiger-Scheel (Berlin, 1929), lV, 34-36'
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tion. We justified the inductive inference by showing that
it corresponds to a procedure the continued application of
which must lead to success, if succes5 is possible at all. The
same idea holds for the principle of the simplest curve.

What we want to construct with the diagram is a con-
tinuous function determining both past and future ob-
servations, a mathematical law of the phenomena. Keep-
ing this aim before our eyes, we may give a justification of
the procedure of the simplest curve, by dividing our
reasoning into two steps.

In the first step, let us imagine that we join the observed
points by a chain of straight lines, such as drawn in Figure
6. This must be a first approximation; for if there is a func-
tion such as we wish to construct, it must be possible to
approximate it by a chain of straight lines. It may be that
future observation will show too much deviation; then, we
shall correct our diagram by drawing a new chain of
straight lines, including the newly observed points. This
procedure of preliminary drawing and later correction
must lead to the true curve, if there is such a curve at all-
its applicability is a necessary.condition of the existence of
a law determining the phenomena.

It is the method of anticipation which is adopted with
such a procedure. We do not know whether our observed
points are sufficiently dense to admit a linear approxima-
tion to the curvel but we anticipate this case, being ready
to correct our posit if later observations do not confirm
it. At some timg we shall have success with this pro-
cedure-if success is attainable at all.

But the chain of straight lines does not correspond to the
actual procedure applied by the physicist. He prefers a
smooth curve, without angles, to the chain of straight lines.
The justification of this procedure necessitates a second
step in our considerations.
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For this purpose we must consider the derivatives of the
function represented by the curve. The differential quo-
tients of a function are regarded in physics as physical en-
tities, in the same sense as is the original entity represented
by the function; thus, if the original entity is a spatial dis-
tance represented as a function of time, the first derivative
is a velocity, the second an acceleration, etc. For all these
derived entities we aim also to construct mathematical
laws; we want to find for them also continuous functions
such as are sought in our diagram. Regarding the chain of
straight lines from this point of view, it already fails for the
first derivative; in this case the first differential quotient,
designed as a function of the argument x, is not represented
by a continuous curve but by a discontinuous chain of
horizontal lines. This may be illustrated by Figure 7, the
dotted lines of which correspond to the first derivative of
the chain of straight lines of Figure 6; we see that we do not
obtain here even a continuous chain of straight lines but a
chain broken up into several parts. Thus, if we approxi-
mate the original curve by a chain of straight lines, the
principle of linear approximation is followed only as to the
original curve; for the first derivative it is already violated.
This is different, however, for the smooth curve; its de-
rivatives, conceived as functions of x, are smooth curves
as well. This may be seen in Figure 7, where the first de-
rivative of the smooth curve of Figure 6 is represented by
the continuous smooth line. This is the reason for the pref-
erence of the smooth curve. It has, in respect to the set of
observed points, qualities similar to those of a linear inter-
polation and may be jdstified by the principle of anticipa-
tion as well; moreover, it also satisfies the same postulate
for its derivatives.

The procedure of the smoothest interpolation may be
considered, therefore, as a superposition of linear interpo-
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lations carried through for the construction of the original
function and of its derivatives. Thus the nonlinear inter-
polation by the smoothest curve may'be justified by a
reduction to linear interpolations which determine, on the
whole, a nonlinear interpolation to be preferable. The pro-
cedure corresponds not to a single induction but to a con-
catenation of inductions concerning different functions
standing in the mutual relation of a function and its
derivative; the result is a better induction, as it is based on
a repeated application of the inductive principle, and in-
corporates corrections in the sense defined in $ 41.

Frc. 7.-Derivatives of the simplest curve, and of the chain of straight lines,
developed from Fig. 6.

There remains an objection to our reasoning. We con-
trived to justify the preference,of the smooth curve to the
chain of straight lines; but the postulate of the smooth
curve is not unambiguous. Though a curve such as drawn
in the dotted line of Figure 6 is excluded, there remain
other smooth curves very similar to the one drawn; the
points observed will not furnish us a clear decision as to
the choice betw*n such similar smooth curves. Which are
we to choose?

Here we must answer that the choice is not relevant.
From the viewpoint of approximation, there is no great
difference as to these forms of curves; all of them converge
asymptotically; they do not differ essentially as far as
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predictions are concerned. The choice between them may
therefore be determined from the viewpoint of .on....r-
ience. The principle of inductive simplicity determines the
choice only to a certain extent: it excludes the oscillating
curve drawn in Figure 5, but there remains a small domain
of indeterminacy within which the principle of descriptive
simplicity may be applied. We prefer here a simpler ana-
lytical expression because we know better how to handle it
in a mathematical context; this is permissible because the
functions open to our choice do not relevantly differ as to
predictions of further observations between the points
observed.

To the latter argument a further objection may be
raised. It is true that within the domain of the observed
points there is no great difference between all these smooth
curves; but this is no longer valid outside this domain. All
analytical functions define a prolongation of the curve into
a distant domain, and two analytical functions which differ
only slightly within the irrterior domain, may lead to great
differences as to extrapolations. Consequently the choice
between them can not be justified by descriptive simplicity
as far as extrapolations are concerned; how, then, may we
justify this choice?

To this we must answer that a set of observations does
not at all justify an extrapolation of any considerable
length. The desire to know the continuation of the curve
far beyond the observed domain may be very strong with
the physicist; but, if he has nothing but the observed set at
his disposal, he must renounce any hypothesis concerning
extrapolations. The inductive principle is the only ruie the
physicist has at hand; if it does not afply, philosophy can-
not provide him'with a mysterious principle showing the
way where induction fails-in such a case, there remains
nothing but to confess a modest ignoramus.
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Our adversary might object that the man of science does
not always comply with this alternative. Only the spirit of
mediocrity will submit to renunciation] he will exclaim; the
scientific genius does not feel bound to the narrow restric-
tions of induction-he will guess the law outside the do-
main of observed facts, even if your principle of induction
cannot justify his presentiments. Your theory of induction
as an interpolation, as a method of continual approxima-
tion by means of anticipations, may be good enough for the
subordinate problems of scientific inquiry, for the comple-
tion and consolidation of scientific theories. Let us leave
this task to the artisans of scientific inquiry-the genius
follows other ways, unknown to us, unjustifiable a priori,
but justified afterward by the success of his predictions. Is
not the discovery of Newton the work of a genius which
never would have been achieved by methods of simple in-
duction ? Is not Einstein's discovery of new laws of the
motion of planets, of the bending of light by gravitation,
of the identity of mass and energy, etc., a construction of
ideas which has no relation to diagrams of curves of inter-
polation, to statistics of relative frequencies, to the slow
driving of approximations, step by step ?

Let me say that I should be the last to discredit the work
of the great men of science. I know as well as others that
the working of their minds cannot be replaced by direc-
tions for use of diagrams and statistics. I shall not venture
any description of the ways of thought followed by them in
the moments of their great discoveries; the obscurity of the
birth of great ideas will never be satisfactorily cleared up
by psychological investigation. I do not admit, however,
that these facts constitute any objection against my theory
of induction as the only means for an expansion of knowl-
edge.

We pointed out i4 the beginning of our inquiry ($ 1) the
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distinction between the context of discovery and the con-
text of justification. We emphasized that epistemology
cannot be concerned with the first but only with the latter;
we showed that the analysis of science is not directed
toward actual thinking processes but toward the rational
reconstruction of knowledge. It is this determination of
the task of epistemology which we must remember if we
want to construct a theory of scientific research.

What we wish to point out with our theory of induction
is the logical relation of the new theory to the known facts.
We do not insist that the discovery of the new theory is
performed by a reflection of a kind similar to our exposi-
tion; we do not maintain anything about the question of
how it is performed-what we maintain is nothing but a
relation of a theory to facts, independent of the man who
found the theory. There must be some definite relation of
this kind, or there would be nothing to be discovered by
the man of science. Why was Einstein's theory of gravita-
tion a great discovery, even before it was confirmed by
astronomical observations ? Because Einstein saw-as his
predecessors had not seen-that the known facts indicate
such a theory; i.e., that an inductive expansion of the
known facts leads to the new theory. This is just what dis-
tinguishes the great scientific discoverer from a clairvoy-
ant. The latter wants to foresee the future without making
use of induction; his forecast is a construction in open
space, without any bridge to the solid domain of observa-
tion, and it is a mere matter of chance whether his predic-
tions will or will not be canfirmed. The man of science con-
structs his forecast in such away that known facts support
it by inductive relations; that is why we trust his predic-
tion. What makes the greatness of his work is that he sees
the inductive relations between different elements in the
system of knowledge where other people did not see them;
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but it is not true that he predicts phenomena which have
no induct ive relat ions at al l  to known facts.  Scient i f ic sen-
ius does not manifest itself in contemptuously .r.gl.ciirrg
inductive methods; on the .onirury, it shows i,, .,ipr.-ui
cy over inferior ways of thought by better handling, by
more cleverly using the methods of induct ion, which al-
ways wi l l  remain the genuine methods of scient i f ic dis-
covery.

f'hat there is an inductive relation from the known facts
to the new theory becomes obvious by the following reflec-
tion. The adherents of the contrary opinion believe that
the construction of the new theory is due to a kind of
myst ic present iment but that later,  af ter a conf irmation of
the predict ions contained in the new theory, i t  is proved to
be true. This is,  however,  nothing but one of the unwar-
ranted schematizations of two-valuecl iogic. \\ 'e shall nev-
er have a definitive proof of the theory; the so-called con-
f i rmation consists in the demonstrat ion of some facts
which confer a higher probabi l i ty upon the theory, i .e. ,
which al low rather simple induct ive inferences to the
theory. f'he situation before the confirmation dilfers from
that after i t  only in degree. This si tuat ion is character ized
by the occurrence of some facts which confer at least some
probabi l i ty upon the theory and which dist inguish i t  f rom
others as our best posit, according to inductive methods.
This is what the good theorist sees. If there were no such
inductiye relations, his supposition would be a mere guess,
and his success due to chance only.

We may add the remark that the dist inct ion of the con-
text of justification from the context of discovery is not
restricted to inductive thinking alone. The same distinc-
t ion appl ies to deduct ive operat ions of thought.  I f  we are
faced by a mathematical problem, say, the construction of
a triangle from three given parameters, the solution (or the
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class of solutions) is entirely determined by the given prob-

lem. If any solution is presented to us, we may decide un-
ambiguously and with the use of deductive operations
alone whether or not it is correct. The way in which we
find the solution, however, remains to a great extent in the
unexplored darkness of productive thought and may be
infuenced by aesthetic considerations, or a "feeling of
geometrical harmony." From the reports of great math-
ematicians it is known that aesthetic considerations may
play a decisive role in their discoveries of great mathemati-
cal theorems. Yet in spite of this psychological fact, no one
would propound a philosophical theory that the solution
of mathematical problems is determined by aesthetic
points of view. The objective relation from the given en-
tities to the solution and the subjective way of finding it

are clearly separated for problems of a deductive char-
acter; we must learn to make the same distinction for the
problem of the inductive relation from facts to the theories.

There are cases, it is true, in which a clear decision as to
the most favorable theory cannot be obtained because
there are several theories with equal weights indicated by
the facts. This does not mean that we are at a loss
with the inductive principle; on the contrary, a great num-

ber of theories is always ruled out by this principle. But
among the weights of the admissible remainder there may

be no maximum, or so fat a maximum that it cannot be
considered as furnishing the basis for a clear decision. In

such cases, which we may call cases of diferential deci-

sion,"6 different men of 
,science 

will decide for different

d I choose this name by analogy with the term "differential diagnosis" used

by physicians, to denote a case where the observed symPtoms of illness indicate

severat diseases as their possible origin but do not permit a decision among the

members of this group unless certain new symPtoms can be observed. This dif-

ferential diagnosis is,-logically speaking, a special case of our differential deci-
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theories, their decisions being determined by personal taste
more than by scientific principles; the final decision will
then be made by later experiments of a crucial character.
It is a kind of "natural selectionr" of "struggle for exist-
encer" which determines in such a case the final acceptance
ofa scientific theory; though this case happens, and not too
rarely, we must not forget that this is just a case in which
scientific prophecy breaks down, the decision in favor of an
assumption being possible only after the occurrence of the
predicted events. The man who predicted the right theory
is then sometimes considered a great prophet because he
knew the true prediction even in a case when scientific

of prediction when success will be wanting. A man of sci-
ence, in the case of differential decision, had better admit
that he cannot rationally make his choice.

In the context of our introduction of the concept of
inductive simplicity, we illustrated its meaning by a dia-
gram and pointed out a smooth curve as the model of this
kind of simplicity. However, ihis is not the only case of
this kind. The inductive connections of modern physics are
constructed analytically; this is why the theorist of physics
must be a good mathemati c\an..l

The inductive procedure of Newton consisted in his
demonstration that a simple mathematical formula covers
both Galileo's and Kepler's laws. The simplicity of the for-
mula expresses its character as an interpolation, as a linear,

_ 
,z We may add that the graphical  interprerat ion of  induct ive inferences may

be also carried thro"gh, for.complicated cases, if we pass to a p"r"-.,.r rp".. of
a higher number of dimensions (cf. the author's artiile, ,,Die 

kausalbehaiptung
und die Mriglichkeit ihrer empirischen Nachpriifung,,' Erkennrnis, III ti932i
32\.
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or almost linear, approximation; it is this quality to which
its predictional qualities are due. Newton's theory not
only incorporates the observations of Galileo and Kepler
but also leads to predictions. The "predictions" may con-
cern phenomena which are already known, but which were
neither seen before in connection with the other phenome-
na nor used as a part of the basis on which the new theory
was constructed. Of such a kind was Newton's explanation
of the tides. On the other hand, Newton's theory led also
to predictions, properly speaking, e.g., the attraction of a
ball of lead to other bodies such as observed by Cavendish
in the turning of a torsion balance.

We raised the question whether in a diagram an extrapo-
lation is possible which extends to a domain rather far
removed from the domain of the points observed. There
are examples in which extrapolations of such a kind seem
to occur. Such cases, however, are to be otherwise ex-
plained; there are facts of another type, not belonging to
the domain of the observation points marked in the dia-
gram, which support the extrapolation. Examples of this
kind are cases in which the analytical form of the curve is
known to the physicist before the observations, and these
are made only to determine the numerical constants of the
analytical expression. This case, which happens rather fre-
quently in physics, corresponds in our example to a deter-
mination of the curve by facts outside the observed do-
main; for the analytical form of the curve is then deter-
mined by refections connecting the phenomenon in
question to other phenornena.

An example of a similar+'type is Einstein's prediction of
the deviation of light rays emitted by stars in the gravita-
tional field of the sun. Had he pursued only the plan of
finding a generalization of Newton's law of planetary mo-
tion such that the irregularities of the planet Mercury
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would have been .rpl"in.d, his hypothesis of the deviation
of light would have been an unwarranted extrapolation not
justified by inductions. But Einstein saw that a much more
comprehensive body of observations was at his disposal,
which could be interpolated by means of the idea that a
gravitational field and an accelerated motion are- always
equivalent. From this "equivalence principle" the devia-
tion of light rays followed immediately; thus within the
wider context Einstein's prediction was the "smoothest
interpolation." f t is this quality which is denoted in predi-
cates frequently applied to Einstein's theories, such as "the
natural simplicity of his assumptions"l such predicates ex-
press the inductive simplicity of a theory, i.e., its character
of being a smooth interpolation. This does not diminish
the greatness of Einstein's discovery; on the contrary, it is
just his having seen this relation which distinguishes him
from a clairvoyant and makes him one of the most ad-
mirable prophets within the frame of scientific methods.
The gift of seeing lines of smooth interpolation within a
vast domain of observational facts is a rare gift of fate; let
us be glad we have men who are able to perform in respect
to the whole domain of knowledge inferences whose struc-
ture reappears in the modest inferences which the artisan
of science applies in his everyday work.

$ *f. tne probability structure of knowledge

Our discussion of the methods of scientific research and
of the formation of scientific theories has led us to the re-
sult that the structure of scientific inferences is to be con-
ceived as a concatenation of inductive inferences. The
elementary structure of the concatenation is the prob-
ability lattice; we may refer here to the exposition of this
form of inference in $41. As a consequence of idealiza-
tions, in which the transition from probability to practical
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truth plays a decisive role, the probability character of the
inferences is not always easily seen; the short steps of
inductive inferences can be combined into long chains
forming longer steps of so complicated a structure that it
may be difficult to see the inductive inference as the only
atomic element in them. To indicate the method of decom-
position ofsuch structures, and oftheir reduction to induc-
tive inferences, we may here add a discussion of some
examples.

There are cases in which one experiment may decide the
fate of a theory. Such cases of an experimentum crucis are
often quoted against the inductive conception of sciencel
they seem to prove that it is not the number of instances
which decides in favor of a theory but something such as
an "immediate insight into the very nature of the phe-
nomenonr" opened for us by one single experiment. On a
closer consideration, the procedure is revealed as a special
case of concatenated inductions. We may know from pre-
vious experience that only two possibilities are left for a
certain experiment, i.e., we may know, with great prob-
ability, that A will be followed by ,B or by C and, besides,
that there is a great probability that z{ will always be fol-
lowed by the same type of event, not alternately by both.
In such a case, if the probabilities occurring are high, one
experiment may indeed suffice for the decision. Of such a
type was Lavoisier's decisive experiment concerning com-
bustion. There were in practice only two theories left as
an explanation of combustion: the first maintained that a
specific substance, phlogistoq, escaped during the combus-
tion; the second assumed that a substance originating from
air entered the burning body during the combustion.
Lavoisier showed in a famous experiment that the body
was heavier after being burnt than before; thus one experi-
ment could decide in favor of the oxidation theory of
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combustion. Yet this was possible only because former in-
ductions had excluded all but two theories and because
former inductions had made it very probable that all
processes of combustion are of the same type. Thus the
experinzentum crucis finds its explanation in the theory of
induction and does not involve further assumptions; it is
only the superimposition of a great many elementary in-
ductive inferences which creates logical structures whose
form as a whole, if we cling to a schematized conception,
suggests the idea of noninductive inference.

It is the great merit of John Stuart Mill to have pointed
out that all empirical inferences are reducible to the induc-
tio per enumerationem sirnplicem. The exact proof, how-
ever, has been achieved only by the demonstration that the
calculus of probability can be reduced to this principle, a
demonstration which presupposes an axiomatic construc-
tion of the calculus of probability. Physics applies in its
inferences, besides logic and mathematics in general, the
methods of the calculus of probability; thus an analysis of
the latter discipline was as necessary for epistemology as
an analysis of logic and the general methods of mathe-
matics.

It is on account of this foundation of probability inferen-
ces on the principle of induction that we are entitled to
interpret the inferences leading from observations to facts
as inductive inferences. Inferences appearing in the form
of the schemas developed within the calculus of probability
are reducible, for this reason, to inductive inferences. Of
this kind are many inferences which, on superficial exam-
ination, show no probability character at all but look like
a decision concerning an assumption, based on an observa-
tion of its "necessary consequences." If a detective infers
from some fingerprints on a bloody knife that Mr. X is a
murderer, this is usually justified by saying: It is impos-
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sible that another man should have the same fingerprints
as Mr. X; it is impossible that the bloody knife lying beside
the dead body of the victim was not used to kill the man,
under the given conditions, and so on. These so-called im-
possibilities are, however, only very low probabilities,
and the whole inference must be considered as falling
under the rule of Bayes, one of the well-known schemas of
the calculus of probability which is used for inferring from
given observations the probabilities of their causes. It fur-
nishes, consequently, not a certainty but only a high prob-
ability for the assumption in question.

Scientific inferences from observations to facts are of the
same type. If Darwin maintained the theory that the logi-
cal order of organisms according to the differentiation of
their internal structure, may be interpreted as the histori-
cal order of the development of the species, this theory is
based on facts such as the correspondence ofthe time order
of geological layers (determined by their lying one above
the other) to the occurrence of higher organisms. With the
assumption of a theory which considers the higher organ-
isms as old as the lowest ones, this correspondence would
appear as a very improbable result. Conversely, according
to Bayes's rule the observed fact makes Darwin's theory
probaLle and the other theory improbable. The probabili-
ty character of this inference is usually veiled by the use of
statements such as, "The other theory is incompatible with
the observed facts," a statement in which the transition
from a low probability to impossibility is performed; and
epistemological conceptio4s have been developed accord-
ing to which a theory is unambiguously tested by its con-
sequences. A trained eye nevertheless discovers probabili-
ty structures in all these inferences from facts to theories.
With this analysis the reduction of the inferences occurring
to inductive inferences is also performed, owing to the
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reducibility of the calculus of probability to the inductive
principle. This is the reason why we may say that scientific
inferences from facts to theories are inductive inferences.

Scientific induction is not'of a form "higher" than the
ordinary inductions of daily life; but it is better in the
sense of a difference of degree. This difference is d-ue to the
concatenation of inductions such as expressed in the appli-
cation of the rules of the calculus of probability; they lead
to results which by direct inductions would never be at-

tained. We said that the inductive nature of these infer-
ences is sometimes obscured by a schematization in which
probability implications are replaced by strict implica-
tions; this may be illustrated by another example. Some
philosophers have distinguished a generalizing frorn an

exact induction; the first is to be our poor frequency-bound
induction, which is restricted to probabilities only; whereas
the second is to be a higher method of cognition which,
though based on experience, is to lead to absolute certain-
ty. I may refer here to a discussion I once had with a
biologist of high rank, who refused to admit that his science
is dependent on so imperfect a principle as inductio per

enumerationem simplicem. He presented to me an example
concerning carnivorous and herbivorous animals. We ob-

serve, he argued, that the first have a short intestine, the
latter a long one; we infer then by generalizing induction
that there is a causal connection between the food and the
length of the intestine. This is only a mere supposition, he
said; yet it is proved later by exact induction at the mo-
ment we succeed in experimentally changing the length of
the intestine by the food we give to the animal. Such
experiments have indeed been successfully performed r+'ith

tadpoles.'s But what is overlooked in such reasoning is

,t Cf. Max Hartmann, "Die methodologischen Grundlagen der Biologie,"
Erkcn ntni s, III (1932-33), 248.
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that the difference in question is nothing but a difference
of degree. The experiments with tadpoles enlarge the ob-
servational material, and precisely in a direction which
permits us to make use of certain laws well established by
previous inductions, such as the law that food has an
infuence on the development of the organism, that the
other conditions in which the animals were kept do not
infuence in general their intestines, and the like. I do not
say this to depreciate the work of biologists; on the con-
trary, the progress of knowledge from lower probabilities
to higher ones is due to experiments of such a kind. There
is no reason though to construct a qualitative difference
of methods where quantitative differences are in question.
What the experimental scientist does is to construct condi-
tions in which all of the processes occurring except the one
which is to be tested are conformable to known cases; by
this isolation of the unknown phenomenon from other un-
known phenomena he arrives at simpler forms of the induc-
tive inference. As to the interpretation of this procedure we
must take care not to confound anidealization with the in-
ferences actually occurring. If we consider those high prob-
abilities occurring as equal to l, we transfrom the actual
procedure into a schema in which "causal connections"
occur, and in which one experiment may demonstrate with
certainty some new "causal law." To infer from the appli-
cability of such a scheme the existence of an "exact induc-
tion" which is to be of a logical type different from the
ordinary induction, means overstraining an approximation
and drawing conclusions.which are valid for the schema
only and not for the real'procedure to which it applies.

Any epistemology which forces kno*ledge into the frame
of two-valued logic is exposed to this danger. It was the
grave mistake of traditional epistemology to consider
knowledge as a system of two-valued propositions; it is to
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this conception that all kinds of apriorism are due, these
being nothing but an attempt to justify an absolutely cer-
tain knowledge of synthetic character. And it is to this
conception also that all kinds of skepticism are due, re-
nunciation of truth being the attitude of more critical
minds before the problem of such absolute knowledge.
The way between Scylla and Charybdis is pointed out by
the probability theory of knowledge. There is neither an
absolutely certain knowledge nor an absolute ignorance-
there is away between them pointed out by the principle of
induction as our best guide.

If we say that the two-valued logic does not apply to
actual knowledge, this is not to maintain that it is false.
It is to affirm only that the conditions of its application are
not realized. Scientific propositions are not used as two-
valued entities but as entities having a weight within a
continuous scale; hence the presuppositions of two-valued
logic are not realized in science. Treating science as a sys-
tem of two-valued propositions is like playing chess on a
board whose squares are smaller than the feet of the pieces;
the rules of the game cannot be'applied in such a case be-
cause it remains indeterminate on which square a piece
stands. Similarly, the rules of two-valued logic cannot be
applied to scientific propositions, at least not generally, be-
cause there is no determinate truth-value corresponding to
the propositions, but only a weight trt is therefore prob-
ability logic alone which applies to knowledge in its general
structure.

Is there no way, we may be asked, to escape this conse-
quence? Is there no way of transforming probability logic
into the two-valued logic ? As to the answer to this ques-
tion, we may make use of our inquiries concerning this
transformation ($ 36). We showed that there are two ways
for making such a transformation. The first one is the way
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of dichotomy or trichotomy; we found that this way can

only lead to an approximative validity of the two-valued
logic. The second way makes use of the frequency inter-
pretation; however it is also restricted to an approximative

validitl for two reasons: first, because the individual ele-

ment of the propositional series is not strictly true or false

and, second, because the frequency to be asserted cannot

be asserted with certainty. It is this latter point of view

which we must now analyze more accurately.
The transition under consideration can be conceived, if

we use the logical conception of probability ($ 33), as a

transition from probability statements to statements about

the probability of other statements; but it would be er-
roneous to believe that in this way we could arrive at a

strict logic of two values. A statement about the probabili-

ty of another statement is in itself not true or false but is

only given to us with a determinate weight. Using the

transition in question, we shall never arrive at something
other than probabilities. We are bound to this flight of

steps leading from one probability into another. It is only

a schematization if we stop at one of the steps and regard

the high probability obtained there as truth. It was a

schematization, therefore, when we spoke throughout our

inquiry of the predicate of weight; we should have spoken

of an infinite set of weights of all levels co-ordinated to a

statement. We may refer here to our numerical example
($41) in which we calculated the probabi l i ty 0.75 fot  a

statement of the first level and the probability 0'59 for the

statement of the second level that the first statement has

the probability 0.75; in this example, we cut off the flight
at the second step. This was also a schematization, owing

to the simplified conditions in which the problem was

given; an exhaustive consideration would have to take into
account all probabilities of the infinitely numerous levels.
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From the example given we also see another feature of
the probability structure of knowledge: that the probabili-
ties occurring are by no means all either of a high or of a
Iow degree. There are intermediate degrees as well; their
calculation may be based on the frequency of elementary
propositions whose probability is near to the extreme
values I or 0 (cf. $ 36)-but the propositions to which
these probabilities are co-ordinated as weights enter into
the system of knowledge as propositions of an intermediate
degree of weight. This is why for the whole of science two-
valued logic does not even apply in the sense ofan approxi-
mation. An approximative application of two-valued logic
obtains only if we consider not the direct propositions of
science but those of the second or a higher level-propo-
sitions about the probability of direct propositions of
science.'e

The occurrence of different probabilities of higher levels
is a specific feature of probability logic; two-valued logic
shows this feature only in a degenerate form. Our prob-
ability of the second level would correspond in the two-
valued logic to the truth of the sentence, "The sentence a
is true"l but if a is true, then"a is true" is true also. Thus
we nebd not consider the truth-values of higher levels in
the two-valued logic; thls is why this problem plays no role
in traditional logic or logistic. In probability logic, on the
other hand, we cannot dispense with considerations of this

'r fn our preceding inquiries we frequently made use of the approximate
validity of two-valued logic for the secondJevel language. One schematization
of this kind is that we considered statements about the weight of a proposition
as being true or false; another one is contained in our use of the concepts of physi-
calandlogicalpossibi l i ty ,occurr inginourdef in i t ionsofmeaning. St i ic t ly ipeak-
ing, there is, between these types of possibility, a difference of degree only. We
were entitled to consider them in a schematized form as qualitatively different
because they concern reflections belonging to the second-level language. The
approximate validity of two-valued logic for the second-level language also ex-
plains why the positivistic language can be conceived as approximately valid in
the sense of a second-level language (cf. the remark at the end of $ l7),
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sort; that is why the application of probability logic to the
logical structure of science is a rather complicated matter.

These refections become relevant if we want to define
the probability of a scientific theory. This question has
attained some significance in the recent discussion of the
probability theory of knowledge. The attempt has been
made to show that probability logic is not a sufficiently
wide framework to include scientific theories as a whole.
Only for simple propositions, it has been said, may a prob-
ability be determined; for scientific theories we do not
know a definite probability, and we cannot determine it
because there are no methods defining a way for such a
determination.

This objection originates from underrating the signifi-
cance of the probabilities of higher levels. We said it was
already a schematization if we spoke of the probability, or
the weight of a simple proposition; this schematization,
however, is permissible as a sufficient approximation. But
this no longer holds if we pass from simple propositions to
scientific theories. For example, there is no such thing as
the probability of the quantum theory. A physical theory
is a rather complex aggregate; its different components
may have different probabilities which should be deter-
mined separately. The probabilities occurring here are not
all of the same level. To a scientific theory belongs, conse-
quently, a set of probabilities, including probabilities of the

different parts of the theory and of different levels.3o
Within the analysis of the problem of the probability of

theories, one question i,n particular has stood in the fore-
ground of discussion. It has been asked whether the prob-
ability of a theory concerns the facts predicted by the

ro These different probabilities cannot in general be mathematically combined

into one probability; such a simplification presupposes special mathematical
conditions which would apply, if at all, only to Parts of the theory (cf- Ilahr-

s c hcinli ehlcits lcira, $ 58).
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theory, or whether we have to consider the theory as a
sociological phenomenon and to count the number of suc-
cessful theories produced by mankind. The answer is that
both kinds of calculation apply but that they correspond
to different levels. The quantum theory predicts a great
many phenomena, such as observations on electrometers
and light rays, with determinate probabilities; as the
theory is to be considered as the logical conjunction of
propositions about these phenomena, its probability may
be determined as the arithmetical product of these elemen-
tary probabilities. This is the probability of the first level
belonging to the quantum theory. On the other hand, we
may consider the quantum theory as an element in the
manifold of theories produced by physicists and ask for
the ratio of successful theories within this manifold. The
probability obtained in this way is to be interpreted not as
the direct probability of the quantum theory but as the
probability of the assumption, "The quanrum theory is
true"l as the truth occurring here is not strict truth but
only a high probability, namely, that of the first level, the
probability of the second level is independent of that of
the first and demands a calculation of its own. We see that
at least two probabilities of different levels play a role in
questions about theories; we might construct stil l more,
considering other kinds of classification of the theory. If
we add a consideration of the fact that the parts of a the-
ory may already belong to different levels, we see that a
theory within the probability theory of knowledge is not
characterrzed by a simple weight but by a set of weights
partially comprising weights of the same, partially of dif-
ferent, levels.

The practical calculation of the probability of a theory
involves difficulties, but it would be erroneous to assume
that our conception lacks any practical basis. It is true
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that the probability of theories of a high generality is
usually not quantitatively calculated; but as soon as de-
terminations of a numerical character occur within science,
such as those concerning physical constants, they are com-
bined with calculations which may be interpreted as pre-
liminary steps toward the calculation of the probability of
a theory. It is the application of the mathematical theory
of errors in which considerations of this kind find their
expression. The "average error" of a determination may
be interpreted, according to well-known results of the
calculus of probabi l i ty,3 '  as the l imits within which the
deyiation of future observations will remain with the
probability 2/3; thus this indication may be conceived as
the calculation of a first-level probability of an assump-
tion. If we say that "the velocity of light is 299796 km/
sec, with an average error of *4, or of +0.0015 per cent"r'
th is may be read: "The probabi l i ty that the veloci ty of
light lies between 299792 km/sec and 299800 km/sec, is
2f3." lt can easily be shown that we may infer from
this a lower limit for the probability (on the first level)
of Einstein's hypothesis of the constancy of the veloc-
ity of light; passing to somewhat wider limits of pre-
cision and applying some properties of the Gaussian law,
we may state this result in this form: "The probability of
Einstein's hypothesis of the constancy of the velocity of
light is greater than99.99 per cent, if a numerical range of
0.0052 per cent is admitted for the possible value of the
constant."  Considerat ions of a simi lar type may be carr ied
through for theories of...a more comprehensive character.

As to probabilities of the second level, we cannor as yer
determine their numerical values. It has been objected
that we here meet a difficulty of principle because we do

t ,  Cf .  ibid.,  p.226.
i'A. A. Michelson, Astrophlsital fournal, LXV (1927), L
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not know into which class the theory is to be incorporated
if we want to determine its probability in the frequency
sense; thus if we want to determine the second-level prob-
ability of the quantum theory, shall we consider the class
of scientific theories in general, or only that of physical
theories, or only that of physical theories in modern times I
I do not think that this is a serious difficulty, as the same
question occurs for the determination of the probability of
single events; I have indicated in $ 34 the method of pro-
cedure in such a case. The narrowest class available is the
best; it must, however, be large enough to afford reliable
statistics. If the probability of theories (of the second
level) is not yet accessible to a quantitative determination,
the reason is to be found, I think, in the fact that we have
in this field no sufficiently large statistics of uniform cases.
That is to say, if we use a class of cases not too small in
number, we may easily indicate a subclass in which the
probability is considerably different. We know this from
general considerations, and thus we do not try to make
statistics. F'uture statistics may perhaps overcome these
difficulties, as the similar dificulties of meteorological sta-
tistics have been overcome. As long as we have no such sta-
tistics, crude appraisals will be used in their place-as in all
fields of human knowledge not yet accessible to satisfactory
quantitative determinations. Appraisais of this kind (con-
cerning the second-level probability of a theory) may
acquire practical importance in cases when we judge a
theory by the success obtained with other theories in that
domain; if an astronomer propounds a new theory of the
evolution of the universe, we hesitate to trust this theory
on account of unfortunate experiences with other theories
of that k ind.

A last objection remains. We said that a theory, and
even a simple proposition, is characterized not by a single
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weight but by a set of weights infinite in number. We must
in any case confine ourselves to a finite number of mem-
bers. This would be justified if all the following members
should be weights of the degree l; we might then consider
the last weight used as truly determined. But, if we know
nothing about all the rest of the set, how can we omit all of
them? How can we justify using the weights of the lower
levels if we do not know anything about the weights of the
higher levels ?

To see the force of this objection, let us imagine the case
that all the rest of the weights are of a very low degree-
near zero. This would result in the last weight determined
by us being unreliable; the preceding weight would conse-
quently become unreiiable as well, and, as this unre-
liability is equally transferred to rhe weight of the first
level, the whole sysrem of weights would be worthless.
How can we justify our theory of weights, and with this
the probability procedure of knowledge, before the irref-
utable possibility of such a case?

This objection is fiothing but the well-known objection
to which the procedure of induction is already exposed in
its simplest form. We do not know whether we shall have
success in laying our wager corresponding to the principle
of induction. But we found that, as long as we do not know
the contrary, it is advisable to wager-to take our chance
at least. We know that the principle of induction deter-
rnines our besr wager, or posit, because this is the only
pc,sit of which we know that it must lead to success if
success is attainable at all. As to the system of concate-
nated inductions, we know more: we know that it is better
than any single induction. The system, as a whole, will
lead to success earlier than a single induction; and it may
lead to success even if some single inductions should re-
main without success. This logical difference, the superi-
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ority of the net of concatenated inductions to single induc-
tions, can be demonstrated by purely mathematical con-
siderations, i.e., by means of tautologies; hence our prefer-
ence for the system of inductions can be justified without
any appeal to presuppositions concerning nature. It is
very remarkable that such a demonstration can be given;
although we do not know whether our means of prediction
will have any success, yet we can establish an order be-
tween them and distinguish one of them, the system of
concatenated inductions, as the best. With this result the
application of the system of scientific inductions finds a
justification similar to, and even better than, that of the
single induction: the sJstem of scientifc inductions is the
best posit we know concerning the Juture.

We found that the posits of the highest level are always
blind posits; thus the system of knowledge, as a whole, is a
blind posit. Posits of the lower levels have appraised
weights; but their serviceableness depends on the unknown
weights of the posits of higher levels. The uncertainty of
knowledge as a whole therefore penetrates to the simplest
posits we can make-those concerning the events of daily
life. Such a result seems unavoidable for any theory of
prediction. We have no certainty as to for...eing the fu-
ture. We do not know whether the predictions of compli-
cated theories, such as the quantum theory or the theory
of albumen molecules, will turn out to be true; we do not
even know whether the simplest posits concerning our im-
mediate future will be confirmed, whether they concern
the sun's rising or the persistence of the conditions of
our personal environment. There is no principle of phi-
losophy to warrant the reliability of such predictions; that
is our answer to all attempts made within the history of
philosophy to procure for us such certainty, from Plato,
through all varieties of theolog/, to Descartes and Kant.
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In spite of that, we do not renounce prediction; the argu-
ments of skeptics like llume cannot shake our resolution:
at least to try predictions. We know with certainty that
among all procedures for foreseeing the future, known to
us as involving success if success is possible, the procedure
of concatenated inductions is the best. We try it as our
best posit in order to have our chance-if we do not suc-
ceed, well, then our trial was in vain.

Is this to say that we are to renoullce any belief in suc-
cess? There is such a belief; everyone has it when he
makes inductions; does our solution of the inductive prob-
lem oblige us to dissuade him from this firm beliefl

This is not a philosophical but a social question. As
philosophers we know that such a belief is not justifiable;
as sociologists we may be glad that there is such a belief.
Not everyone is likeiy to act according to a principle if he
does not bel ieve in successl thus bel ief  rnay guide him
when the postulates of logic turn out to be too weak to
direct him.

Yet our admission of this bel ief  is not the att i tude of the
skeptic who, not knowing a solution of his own, perrnits
everyone to believe what he wants. We may admit the
belief because we know that it will determine the same
actions that logical analysis would determine. Though we
cannot justify the belief, we can justify the logical struc-
ture of the inference to which it fortunately corresponds as
far as the practical results are concerned. f'his happy coin-
cidence is certainly to be explained by Darwin's idea of
selection; those animals rvere to survive whose habits of
belief corresponded to the'inost useful instrument for fore-
seeing the future. There is no reason to dissuade anybody
from doing with bel ief  something which he ought to do in
the same way if he had no belief.

This remark does not merely apply to the belief in induc-
tion as such. There are other kinds of belief which have

$ 43. THE STRUCTURE OF KNOWLEDGE 403

crystallized round the methods of expanding knowledge.
Men of scientific research are not always of so clear an in-
sight into philosophical problems as logical analysis would
require: they have fil led up the world of research work
with mystic concepts; they talk of "instinctive presenti-
mentsr" of "natural hypotheses," and one of the best
among them told me once that he found his great theories
because he was convinced of the harmony of nature. If we
were to analyze the discoveries of these men, we would find
that their way of proceeding corresponds in a surprisingly
high degree to the rules of the principle of induction, ap-
plied however to a domain of facts where average minds
did not see their traces. In such cases, inductive operations
are imbedded within a belief which as to its intension dif-
fers from the inductive principle, although its function
within the system of operations of knowledge amounts to
the same. The mysticism of scientific discovery is nothing
but a superstructure of images and wishes; the supporting
structure below is determined by the inductive principle.

I do not say this with the intention to discredit the belief
-to pull the superstructure down. On the contrary, it
seems to be a psychological law that discoveries need a kind
of mythology; just as the inductive inference may lead us
in certain cases to the preference of methods different from
it, it may lead us also to the psychological law that some-
times those men will be best in making inductions who be-
lieve they possess other guides. The philosopher should
not be astonished at this.

This does not mean that I should advise him to share
any of.these kinds of belief. It is the philosopher's aim to
know what he does; to understand thought operations and
not merely to apply them instinctively, automatically. He
wants to look through the superstructure and to discover
the supporting strtrcture. Belief in induction, belief in a
uniformity of the world, belief in a mystic harmony tre-
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tween nature and reason-they belong, all of them, to the
superstructure; the solid foundation below is the system of
inductive operations. The difficulty of a logical .iustifica-
tion of these operations misled philosophers to seek a justi-
fication of the superstructure, to attempt an ontological
justification of inductive belief by looking for necessary
qualities of the world which would insure the success of
inductive inferences. AII such attempts will fail-because
we shall never be able to give a cogent proof of any mate-
rial presumption concerning nature. The way toward an
understanding ofthe step from experience to prediction lies
in the logical sphere; to find it we have to free ourselves
from one deep-rooted prejudice: from the presupposition
that the system of knowledge is to be a system of true
propositions. If we cross out this assumption within the
theory of knowledge, the difficulties dissolve, and with
them dissolves the mystical mist lying above the research
methods of science. We shall then interpret knowledge as
a system of posits, or wagers; with this the question of
justification assumes as its form the question whether sci-
entific knowledge is our best wager. Logical analysis
shows that this demonstration can be given, that the in-
ductive procedure of science is distinguished from other
methods of prediction as leading to the most favorable
posits. Thus we wager on the predictions of science
and wager on the predictions of practical wisdom: we
rrager on the sun's rising tomorrow, we wager that food
will nourish us tomorrolil, we wager that our feet will carry
us tomorrow. Our stake.is not low; all our personal exist-
ence, our life itself, is at'stake. To confess ignorance in the
face of the future is the tragic duty of all scientific philoso-
phy; but, if we are excluded from knowing true predictions,
we shall be glad that at least we know the road toward our
best wagers.
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