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The Logic of Explanation

CARL G. HEMPEL AND
PAUL OPPENHEIM!

S1. Introduction

To EXPLAIN THE PHENOMENA in the world of our experience, to answer the
question “why?” rather than only the question “what?”, is one of the
foremost objectives of all rational inquiry; and especially, scientific re-
search in its various branches strives to go beyond a mere description of
its subject matter by providing an explanation of the phenomena it inves-
tigates. While there is rather general agreement about this chief objective
of science, there exists considerable difference of opinion as to the function
and the essential characteristics of scientific explanation. In the present
essay, an attempt will be made to shed some light on these issues by means
of an elementary survey of the basic pattern of scientific explanation and a
subsequent more rigorous analysis of the concept of law and of the logical
structure of explanatory arguments.

The elementary survey is presented in Part I of this article; Part II
contains an analysis of the concept of emergence; in Part III, an attempt
is made to exhibit and to clarify in a more rigorous manner some of the
peculiar and perplexing logical problems to which the familiar elementary
analysis of explanation gives rise.

* Reprinted by kind permission of the authors and the editor from Philosophy of
Science, 15, 1048.

1 This paper represents the outcome of a series of discussions among the authors;
their individual contributions cannot be separated in detail. The technical developments
contained in Part IV, however, are due to the first author, who also put the article into
its final form. [Part IV omitted in this reprinting.]

Some of the ideas presented in Part Il were suggested by our common friend, Kurt
Grelling, who, together with his wife, became a victim of Nazi terror during the war.
Those ideas were developed by Grelling in a discussion, by correspondence with the
present authors, of emergence and related concepts. By including at least some of that
material, which is indicated in the text, in the present paper, we feel that we are realizing
the hope expressed by Grelling that his contributions might not entirely fall into obliv-
ion

. We wish to express our thanks to Dr. Rudolf Carnap, Dr. Herbert Feigl, Dr. Nelson
Goodman, and Dr. W. V. Quine for stimulating discussions and constructive criticism.
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ParT . ELEMENTARY SURVEY OF SCIENTIFIG EXPLANATION

§2. Some lllustrations

A mercury thermometer is rapidly immersed in hot water; there occurs
a temporary drop of the mercury column, which is then followed by a
swift rise. How is this phenomenon to be explained? The increase in tem-
perature affects at first only the glass tube of the thermometer; it expands
and thus provides a larger space for the mercury inside, whose surface
therefore drops. As soon as by heat conduction the rise in temperature
reaches the mercury, however, the latter expands, and as its coefficient of
expansion is considerably larger than that of glass, a rise of the mercury
level results.—This account consists of statements of two kinds. Those
of the first kind indicate certain conditions which are realized prior to, or
at the same time as, the phenomenon to be explained; we shall refer to them
briefly as antecedent conditions. In our illustration, the antecedent con-
ditions include, among others, the fact that the thermometer consists of a
glass tube which is partly filled with mercury, and that it is immersed
into hot water. The statements of the second kind express certain general
laws; in our case, these include the laws of the thermic expansion of mer-
cury and of glass, and a statement about the small thermic conductivity
of glass. The two sets of statements, if adequately and completely formu-
lated, explain the phenomenon under consideration: They entail the con-
sequence that the mercury will first drop, then rise. Thus, the event under
discussion is explained by subsuming it under general laws, i.e., by showing
that it occurred in accordance with those laws, by virtue of the realization
of certain specified antecedent conditions.

Consider another illustration. To an observer in a row boat, that part
of an oar which is under water appears to be bent upwards. The phenome-
non is explained by means of general laws—mainly the law of refraction
and the law that water is an optically denser medium than air—and by
reference to certain antecedent conditions—especially the facts that part
of the oar is in the water, part in the air, and that the oar is practically a
straight piece of wood.—Thus, here again, the question “Why does the
phenomenon happen?” is construed as meaning “according to what gen-
eral laws, and by virtue of what antecedent conditions does the phenome-
non occur?” .

So far, we have considered exclusively the explanation of particular
events occurring at a certain time and place. But the question “Why?”
may be raised also in regard to general laws. Thus, in our last illustration,
the question might be asked: Why does the propagation of light conform
to the law of refraction? Classical physics answers in terms of the undu-
latory theory of light, i.e. by stating that the propagation of light is a wave
phenomenon of a certain general type, and that all wave phenomena of that
type satisfy the law of refraction. Thus, the explanation of a general regu-
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larity consists in subsuming it under another, more comprehensive regular-
ity, under a more general law.—Similarly, the validity of Galileo’s law
for the free fall of bodies near the earth’s surface can be explained by
deducing it from a more comprehensive set of laws, namely Newton’s
laws of motion and his law of gravitation, together with some statements
about particular facts, namely the mass and the radius of the earth.

§3. The Basic Pattern of Scientific Explanation

From the preceding sample cases let us now abstract some general
characteristics of scientific explanation. We divide an explanation into two
major constituents, the explanandum and the explanans.” By the explanan-
dum, we understand the sentence describing the phenomenon to be ex-
plained (not that phenomenon itself); by the explanans, the class of those
sentences which are adduced to account for the phenomenon. As was noted
before, the explanans falls into two subclasses; one of these contains certain
sentences Cy, C,, - - - , Ci which state specific antecedent conditions; the
other is a set of sentences L,, L,, - - - L, which represent general laws.

If a proposed explanation is to be sound, its constituents have to satisfy
certain conditions of adequacy, which may be divided into logical and em-
pirical conditions. For the following discussion, it will be sufficient to for-
mulate these requirements in a slightly vague manner; in Part 111, a more
rigorous analysis and a more precise restatement of these criteria will be
presented.

. Logical conditions of adequacy

(R1) The explanandum must be a logical consequence of the explanans;
in other words, the explanandum must be logically deducible
from the information contained in the explanans, for otherwise,
the explanans would not constitute adequate grounds for the ex-
planandum.

(R2) The explanans must contain general laws, and these must actually
be required for the derivation of the explanandum.—We shall
not make it a necessary condition for a sound explanation, how-
ever, that the explanans must contain at least one statement which
is not a law; for, to mention just one reason, we would surely
want to consider as an explanation the derivation of the general
regularities governing the motion of double stars from the laws
of celestial mechanics, even though all the statements in the ex-
planans are general laws.

(R3) The explanans must have empirical content; ie., it must be
capable, at least in principle, of test by experiment or observa-

2 These twa expressions, derived from the Latin explanare, were adopted in prefer-
ence to the perhaps more customary terms “cxrlicnndum” and “explicans” in order to
reserve the latter for use in the conrext of explication of meaning, or analysis. On cx-
plication in rhis sense, cf. Carnmap I()nnccpts‘l,

r. s13.—Abbreviated ritles in brackets
refer to the bibliography at the end of this article.
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tion.—This condition is implicit in (R1); for since the explanan-
dum is assumed to describe some empirical phenomenon, it
follows from (R1) that the explanans entails at least one conse-
quence of empirical character, and this fact confers upon it
testability and empirical content. But the point deserves special
mention because, as will be seen in §4, certain arguments which
have been offered as explanations in the natural and in the social
sciences violate this requirement.

II. Empirical condition of adequacy

(Rq) The sentences constituting the explanans must be true.
That in a sound explanation, the statements constituting the ex-
planans have to satisfy some condition of factual correctness is
obvious. But it might seem more appropriate to stipulate that
the explanans has to be highly confirmed by all the relevant
evidence available rather than that it should be tfue. This stipula-
tion however, leads to awkward consequences. Suppose that a
certain phenomenon was explained at an earlier stage of science,
by means of an explanans which was well supported by the
evidence then at hand, but which had been highly disconfirmed
by more recent empirical findings. In such a case, we would
have to say that originally the explanatory account was a correct
explanation, but that it ceased to be one later, when unfavorable
evidence was discovered. This does not appear to accord with
sound common usage, which directs us to say that on the basis
of the limited initial evidence, the truth of the explanans, and
thus the soundness of the explanation, had been quite probable,
but that the ampler evidence now available made it highly prob-
able that the explanans was not true, and hence that the account
in question was not—and had never been—a correct explanation.
(A similar point will be made and illustrated, with respect to the
requirement of truth for laws, in the beginning of §6.)

Some of the characteristics of an explanation which have been indi-

cated so far may be summarized in the following schema:

C,C,-+-,C; Statements of antecedent
conditions

Logical deduction Loy tiky,  General Laws

Explanans

E Description of the
empirical phenomenon } Explanandum
to be explained

Let us note here that the same formal analysis, including the four
necessary conditions, applies to scientific prediction as well as to explana-
tion. The difference between the two is of a pragmatic character. If E is
given, i.e. if we know that the phenomenon described by E has occurred,
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and a suitable set of statements C,, C,, - - - , Gy, L, Ly, + -+, L, is pro-
vided afterwards, we speak of an explanation of the phenomenon in ques-
tion. If the latter statements are given and E is dcrived prior to the
occurrence of the phenomenon it describes, we speak of a prediction. It
may be said, therefore, that an explanation is not fully adequate unless its
explanans, if taken account of in time, could have served as a basis for pre-
dicting the phenomenon under eonsideration.*>—Consequently, whatever
will be said in this article concerning the logical characteristics of explana-
tion or prediction will be applicable to either, even if only onc of them
should be mentioned.

It is this potential predictive force which gives scientific explanation its
importance: only to the extent that we are able to explain empirical facts
can we attain the major objective of scientific research, namely not merely
to record the phenomena of our experience, but to learn from them, by
basing upon them theoretical generalizations which enable us to anticipate
new occurrences and to control, at least to some extent, the changes in
our environment.

Many explanations which are customarily offered, especially in pre-
scientific discourse, lack this predictive character, however. Thus, it may
be explained that a car turned over on the road “because” one of its tires
blew out while the car was travelling at high speed. Clearly, on the basis
of just this information, the accident could not have been predicted, for the
explanans provides no explicit general laws by means of which the predic-
tion might be effected, nor does it state adequately the antecedent con-
ditions which would be nceded for the prediction.—The same point may
be illustrated by reference to W. S. Jevons’s view that every explanation
consists in pointing out a resemblance between facts, and that in some
cases this process may .require no reference to laws at all and “may involve
nothing more than a single identity, as when we explain the appearance
of shooting stars by showing that they are identical with portions of a
comet”.® But clearly, this identity does not provide an explanation of the

henomenon of shooting stars unless we presuppose the laws governing
.the development of heat and light as the effect of friction. The observation
of similarities has explanatory value only if it involves at least tacit reference
to general laws.

.In some cases, ineomplete explanatory arguments of the kind here
illustrated suppress parts of the explanans simply as “obvious”; in other
cases, they seem to involve the assumption that while the missing parts are
not obvious, the incomplete explanans could at least, with appropriate effort.
be so supplemented as to make a strict derivation of the explanandum pos-
sible. This assumption may be justifiable in some cases, as when we say

2a The logical similarity of explanation and prediction, and the fact that one i
directed towards past occurrences, the other towards future ones, is well expressed it
the terms “postdictability” and “predictability” used by Reichenbach in [Quantun
Mecchanics], p. 13.

3 | Principles], p. 533.
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that a lump of sugar disappeared “because” it was put into hot tea, but it is
surely not satisfied in many other cases. Thus, when certain peculiarities
in the work of an artist are explained as outgrowths of a specific type of
neurosis, this observation may contain significant clues, but in gericral it
does not afford a sufficient basis for a potential prediction of those pecu-
liarities. In cases of this kind, an incomplete explanation may at best be
considered as indicating some positive correlation between the antecedent
conditions adduced and the type of phenomenon to be explained, and as
pointing out a direction in which further research might be carried on in
order to complete the explanatory account.

The type of explanation which has been considered here so far is often
referred to as causal explanation. If E describes a particular event, then the
antecedent circumstances described in the sentences C,, C,, - - - , Cy may
be said jointly to “cause” that event, in the sense that there are certain
empirical regularities, expressed by the laws L., L,, - - - , L,, which imply
that whenever conditions of the kind indicated by C,, C,, - - -, Cy occur,
an event of the kind described in E will take place. Statements such as
L,, Ly, - - -, Ly, which assert general and unexceptional connections be-
tween specified characteristics of events, are customarily called causal, or
deterministic laws. They are to be distinguished from the so-called statistical
laws which assert that in the long run, an explicitly stated percentage of all
cases satisfying a given set of conditions are accompanied by an event of a
certain specified kind. Certain cases of scientific explanation involve “sub-
sumption” of the explanandum under a set of laws of which at least some
are statistical in character. Analysis of the peculiar logical structure of that
type of subsumption involves difficult special problems. The present essay
will be restricted to an examination of the causal type of explanation, which
has retained its significance in large segments of contemporary science, and
even in some areas where a more adequate account calls for reference to
statistical laws.*

_ *'The account given above of the general characteristics of explanation and predic-
tion in science 15 by no means novel; it merely summarizes and stares cxplicirlv some
fundamental points which have been recognized by many scientists and methodologists.

Thus, e.g., Mill says: “An individual fact is said to be explained by pointing out its
cause, that is, by stating the law or laws of causation of which its production is an in-
stance”, and “a law of uniformity in naturg is said to be explained when another law or
laws are pointed out, of which that law itself is but a case, and from which it could be
dcduce(l.“‘ ([Logic], Book I1I, Chapter XII, section 1.) Similarly, Jevons, whose general
characterization of explanation was critically discussed above, stresses that “the most
important process of explanation consists in showing that an observed fact is one case
of a general law or tendency:” ([Principles], p. 533.) Ducasse states the same point as
follows: “Explanation essentially consists in the offering of a hypothesis of fact, stand-
ing to the fact to be explained as case of antecedent to case of consequent of some al-
ready known law of connection.” ([Explanation], pp- 150-51.) A lucid analysis of the
fundamental structure of explanation and prediction was given by Popper in [For-
st:hungr. section 12, and, in an improved version, in his work [Society], especially in
Chapter 25 and in note 7 referring to that chapter—For a recent characterization of ex-
planation as subsumption under general theories, cf., for example, Hull’s concise dis-
cussion in [ Principles|, chapter 1A clear elementary examination of certain aspects of
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S¢. Explanation in the Non-Physical Sciences. Motivational and Teleo-
logical Approaches

Our characterization of scientific explanation is so far based on a study
of cases taken from the physical sciences. But the general principles thus
obtained apply also outside this area.® Thus, various types of behavior in
laboratory animals and in human subjects are explained in psychology by
subsumption under laws or even general theories of learning or con-
ditioning; and while frequently, the regularities invoked cannot be stated
with the same generality and precision as in physics or chemistry, it is clear,
at least, that the general character of those explanations conforms to our
earlier characterization.

Let us now consider an illustration involving sociological and eco-
nomic factors. In the fall of 1946, there occurred at the cotton exchanges
of the United States a price drop which was so severe that the exchanges
in New York, New Orleans, and Chicago had to suspend their activities
temporarily. In an attempt to explain this occurrence, newspapers traced
it back to a large-scale speculator in New Orleans who had feared his
holdings were too large and had therefore begun to liquidate his stocks;
smaller speculators had then followed his example in a panic and had thus
touched off the critical decline. Without attempting to assess the merits
of the argument, let us note that the explanation here suggested again in-
volves statements about antecedent conditions and the assumption of gen-
eral regularities. The former include the facts that the first speculator had
large stocks of cotton, that there were smaller speculators with consider-
able holdings, that there existed the institution of the cotton exchanges
with their specific mode of operation, etc. The general regularities referred
ro are—as often in semi-popular explanations—not explicitly mentioned;
but there is obviously implied some form of the law of supply and demand
to account for the drop in cotton prices in terms of the greatly increased
supply under conditions of practically unchanged demand; besides, re-
liance is necessary on certain regularities in the behavior of individuals who
are trying to preserve or improve their economic position. Such laws
cannot be formulated at present with satisfactory precision and generality,
and therefore, the suggested explanation is surely incomplete, but its in-
tention is unmistakably to account for the phenomenon by integrating it
into a general pattern of economic and socio-psychological regularities.

We turn to an explanatory argument taken from the field of linguis-
tics.® In Northern France, there exist a large variety of words synonymous
explanation is given in Hospers [Explanation], and a concise survey of many of the
essentials of scientific explanation which are considered in the first two parts of the
present study may be found in Feigl [Operationism], pp. 284 ff.

5 On the subject of explanation in the social sciences, especially in history, cf. also
the following publications, which may serve to supplement and amplify the brief dis-
cussion to be presented here: Hempel [Lawsl; Popper [Society]; White [lf‘,xrlmm—

tion]; and the articles Cause and Understanding in Beard and Hook [ Terminology|.
¢ The illustration is taken from Bonfante [Semantics|, section 3.
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tics, but not of their individual instances. Thus, the argument is inconclu-
stve. It gives occasion, however, to emphasize an important point concern-
ing our earlier analysis: When we spoke of the explanation of a single
event, the term “event” referred to the occurrence of some more or less
complex characteristic in a specific spatio—temporal location or in a certain
individual object, and not to all the characteristics of that object, or to all
that goes on in that space-time region.

A second argument that should be mentioned here® contends that the
establishment of scientific generalizations—and thus of explanatory prin-
ciples—for human behavior is impossible because the reactions of an in-
dividual in a given situation depend not only upon that situation, but also
upon the previous history of the individual.—But surely, there is no a priori
reason why generalizations should not be attainable which take into ac-
count this dependence of behavior on the past history of the agent. That
indeed the given argument “proves” too much, and is therefore a non
sequitur, is made evident by the existence of certain physical phenomena,
such as magnetic hysteresis and elastic fatigue, in which the magnitude of
a specific physical effect depends upon the past history of the system in-
volved, and for which nevertheless certain general regularities have been
established.

A third argument insists that the explanation of any phenomenon in-
volving purposive behavior calls for reference to motivations and thus for
teleological rather than causal analysis. Thus, for example, a fuller state-
ment of the suggested explanation for the break in the cotton prices would
have to indicate the large-scale speculator’s motivations as one of the factors
determining the event in question. Thus, we have to refer to goals sought,
and this, so the argument runs, introduces a type of explanation alien to
the physical sciences. Unquestionably, many of the—frequently incom-
plete—explanations which are offered for human actions involve reference
to goals and motives; but does this make them essentially different from
the causal explanations of physics and chemistry? One difference which
suggests itself lies in the circumstance that in motivated behavior, the future
appears to affect the present in a manner which is not found in the causal
explanations of the physical sciences. But clearly, when the action of a

person is motivated, say, by the desire to reach a certain objective, then
it is not the as yet unrealized future event of attaining that goal which
can be said to determine his present behavior, for indeed the goal may
never be actually reached; rather—to put it in crude terms—it is (a) his
desire, present before the action, to attain that particular objective, and
(b) his belief, likewise present before the action, that such and such a
course of action is most likely to have the desired effect. The determining
motives and beliefs, therefore, have to be classified among the antecedent

8 Cf., for example, F. H. Knight’s presentation of this argument in [l.imitations],

pPp- 251-52.
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conditions of a motivational explanation, and there is no formal difference
on this account between motivational and causal explanation.

Neither does the fact that motives are not accessible to dircet observa-
tion by an outside observer constitute an essential difference between the
two kinds of explanation; for also the determining factors adduced in
physical explanations are very frequently inaccessible to direct observation.
This is the case, for instance, when opposite electric charges are adducced
in explanation of the mutual attraction of two metal spheres. The presence
of those charges, while eluding all direct observation, can be ascertained
by various kinds of indirect test, and that is sufficient to guarantee the em-
pirical character of the explanatory statement. Similarly, the presence of
certain motivations may be ascertainable only by indirect methods, which
may include reference to linguistic utterances of the subject in question,
slips of the pen or of the tongue, etc.; but as long as these methods are
“operationally determined” with reasonable clarity and precision, there is
no essential difference in this respect between motivational explanation and
causal explanation in physics.

A potential danger of explanation by motives lies in the fact that the
method lends itself to the facile construction of ex-post-facto accounts
without predictive force. It is a widespread tendency to “explain” an action
by ascribing it to motives conjectured only after the action has taken
place. While this procedure is not in itself objectionable, its soundness re-
quires that (1) the motivational assumptions in question be capable of
test, and (z) that suitable general laws be available to lend explanatory
power to the assumed motives. Disregard of these requirements frequently
deprives alleged motivational explanations of their cognitive significance.

The explanation of an action in terms of the motives of the agent is
sometimes considered as a special kind of teleological explanation. As was
pointed out above, motivational explanation, if adequately formulated,
conforms to the conditions for causal explanation, so that the term “teleo-
logical” is a misnomer if it is meant to imply either a non-causal character
of the explanation or a peculiar determination of the present by the future.
If this is borne in mind, however, the term “teleological” may be viewed,
in this context, as referring to causal explanations in which some of the
antecedent conditions are motives of the agent whose actions are to be
explained.?

*For a detailed logical analysis of the character and the function of the motivation
concept in psychological theory, see Koch [Motivation] —A stimulating discussion of
teleological behavior from the standpoint of contem orary physics and biology is con-
tained in the article [Teleology] by Rosenblueth, 1R/ic:m:r and Bigelow. The authors
propose an interpretation of the concept of purpose which is free from metaphysical
connotations, and they stress the im]mrtance of the concept thus obtained for a be-
havioristic analysis of machines and living organisms. While our formulations above
iatentionally use the crude terminology frequently applied in philosophical arguments
com:cming the applicabiliry of causa explanation to purposive behavior, the analvsis
presented in the article referred to is couched in behavioristic rerms and avoids reference
to “motives” and rhe like.
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design of the universe, then clearly they are i:not capable 0‘ 'cm.l”-r.ll'hm&',_
and thus violate the requirement (R3) sta‘tcd in §3. In ccrmll‘l Ffl.?;(,h, e
ever, assertions about the purposes of bm]loglcal cllarnctel |:stu|,:: :myt
rranslatable into statements in non—teleolog1eal rermmulngy w -llt 1. 'mu‘
that those characteristics function in a spcclﬁc manner }\'lulr;'h is Chht‘nlhl
to keeping the organism alive or to preserving the.speucs..l Atl]]‘ Lll;:lk'lllllll::
to state precisely what is meant by _thls latter assertl(.)n—‘m by il § | ”.w
one that without those characteristics, z.md other things l)c1|l_g ‘L‘(’]:I.]l | i
organism or the species would not survive—encounters .con.sldel-.l ) e :1 |' t-
ficultics. But these need not be discussed here. For even if we ns:sllm.nel ‘ \:”
biological statements in teleological‘ form can l:)e aden]tjsltely tfl m-ll.-:.r?,: 1“,;,,_
descriptive statements about the life-preserving func_tltm n t.uf .1“”. o
logical characteristics, it is clear that (1) the use of“thc u):‘u:::p‘t 0 l| } ,.1_
is not essential in these contexts, since ehe term “purpose c,anl -":[ L:_n“1
pletely eliminated from the statements in question, and (‘z) te {.(Il-('}E?I.L..:‘
:1ssu11{pti()ns, while now endowed with en1p11'|cal_cc:11ec11lt, Lﬁl{l!}t}z s-,:lth:t...‘
explanatory principles in the customary cmltexts. l-".hulh, L[;g.-‘ ; u.i 1. : c‘m.”“}
given species of butterflies displays a particular l\‘I!‘I( of color l‘b f'_._r}-,,_-
be inferred from—and therefore cannot be explained by means {11. o
statement that this type of coloring has the effect of prntecrlmg.tuf lll._‘
terflies from detection by pursuing birds, nor can the prehumlc‘ 0 |l:.
corpuscles in the human blood b_c in'ferred. f[“Oﬂ:i the s't;ll:cment lt 1'11:1: ‘:[,‘i:
corpuscles have a specific function in asslmllatmg oxygen and th: s

function is essential for the maintenance of life. . L
One of the reasons for the perseverance of telculnglenl med?lj;n.{:h
in biology probably lies in the frmtfulnc;ss of the te]cnlngte.l.l‘ .lllp.pltl.l:. 11:L:;
heuristic device: Biological research which was p.‘i}'t‘lll!ll:\gltd ) .t.m; Il: 'f,-(-
by a teleological orientation, by an 1{1tercst in purposes in n.\tu:el..t:l.:.] Vi
u{lwnrl_\f led to important results which can be stated in non-teleologic
1 An analvsis of releological statements in biology along these lines may be fonmd

i sssentially COSINC erpretation s
mn Waoodger [Principles|, especially pl). 432 1. essenvially the same interp
advocated by Kaufmann in [ Methodology |, chapter 8.
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terminology and which increase our scientific l\'no\\'lcdgc of the causal
connccrions between biological phenomena.

Another aspect that lends appeal to teleological considerations is their
anthropomorphic character. A teleological explanation tends to make us
feel that we really “understand” the phenomenon in question, because it is
accounted for in terms of purposes, with which we are familiar from our
own experience of purposive behavior, Bur it is important to distinguish
here understanding in the psychological sense of a feeling of empathic
familiarity from understanding in the theoretical, or cognitive, sense of
exhibiting the phenomenon to be explained as a special case of some general
regularity, The frequent insistence that explanation means the reduction
of something unfamiliar to ideas or experiences already familiar to us is
indced misleading. For while some scientific explanations do have this
psychological effect, it is by no means universal: The free fall of a physical
body may well be said to be a more familiar phenomenon than the law
of gravitation, by means of which it can be explained; and surely the basic
ideas of the theory of relativity will appear to many to be far less familiar
than the phenomena for which the theory accounts.

"F:-miiliariry” of the explicans is not only not necessary for a sound
explanation—as we have just tried to show—, but it is not sufficient either.
This is shown by the many cases in which a proposed explicans sounds
suggestively familiar, but upon closer inspection proves to be a mere
metaphor, or an account lacking testability, or a set of statements which
includes no general laws and therefore lacks explanatory power. A case in
point is the neovitalistic attempt to explain biological phenomena by ref-
crence to an entelechy or vital force. The crucial point here is not—as it is
sometimes made out to be—that entelechies cannot be seen or otherwise
dircctly observed; for that is true also of gravitational fields, and yet, ref-
erence to such fields is essential in the explanation of various physical
phenomena. The decisive difference between the two cases is that the
physical explanation provides (1) methods of testing, albeit indirectly,
assertions about gravitational fields, and (2) general laws concerning the
strength of gravitational fields, and the behavior of objects moving in
them. Explanations by entelechies satisfy the analogue of neither of these
two conditions. Failure to satisfy the first gondition represents a violation
of (R3); it renders all statements about entelechies inaccessible to em-
pirical test and thus devoid of empirical meaning. Failure to comply with
the second condition involves a violation of (R2). It deprives the concept
of entelechy of all explanamry import; for explanatory power never re-
sides in a concept, but always in the general laws in which it functions.
Therefore, notwithstanding the flavor of familiarity of the metaphor it
invokes, the neovitalistic approach cannot provide theoretical understand-
ing.

The preceding observations about familiarity and understanding can
be applied, in a similar manner, to the view held by some scholars that the
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explanation, or the understanding, of human actions requircs an em})atliic
understanding of the personalities of the agent:‘s.11 This .unc.lerstandmg of
another person in terms of one’s own psychological functiomng may prove
a useful heuristic device in the search for general psychological principles
which might provide a theoretical .explanation; but the existence of em-
pathy on the part of the scientist is neitlier a necessary nor a sufficient
condition for the explanation, or the scientific understandlng, of any human
action. It is not necessary, for the behavior of psycho.tics‘or of people
belonging to a culture very different from that of the sc1ent1§t may some-
times be explainable and predictable in terms of general principles even
though the scientist who establishes or applies those prinmRIes may not be
able to understand his subjects empathically. And empathy is not suﬁ’iment
to guarantee a sound explanation, for a strong feeling of empathy may exist
even In cases where we completely misjudge a given personality. More-
over, as the late Dr. Zilsel has pointed out, empathy leads with ease to
incompatible results; thus, when the population of a town has long been
subjected to heavy bombing attacks, we can understand, in the empathic
sense, that its morale should have broken down completely, but we can
understand with the same ease also that it should have developed a .defiant
spirit of resistance. Arguments of this kind often appear clu'ite convincing;
but they are of an ex post facto character and lack cognitive aigniﬁcance
unless they are supplemented by testable explanatory principles in the form
of laws or theories. o

Familiarity of the explanans, therefore, no matter Whethe.r it is
achieved through the use of teleological terminology, through nCO.Vltall§th
mctaphors, or through other means, is no indication of the cognitive im-
port and the predictive force of a proposed explanation. Besides, the extent
to which an idea will be cénsidered as familiar varies from person to per-
son and from time to time, and a psychological factor of this kind certainly
cannot serve as a standard in assessing the worth of a proposed e).(planatior‘l.
The decisive requirement for every sound explanation remains that it
subsume the explanandum under general laws.

Part II. ON THE IDEA OF EMERGENCE

§s5. Levels of Explanation. Analysis of Emergence

As has been shown above, a phenomenon may often be exBlained by
sets of laws of different degrees of generality. The changing posmo’ns of a
planet, for example, may be explained by subsumption under Kepler’s layvs,
or by derivation from the far more comprehensive general law of. gravita-
tion in combination with the laws of motion, or finally by deduction from
the general theory of relativity, which explainsfand slightly rnod1ﬁes——
the preceding set of laws. Similarly, the expansion of a gas with rising

11 For a morc detailed discussion of this view on the basis of the general principles
outlined above, cf. Zilsel [ Empiricism], sections 7 and 8, and Hempel [Laws], section 6.
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temperature at constant pressure may be explained by means of the Gas
Law or by the more comprehensive kinetic theory of hear. The latter
explains the Gas Law, and thus indirectly the phcnorincnon just mentioned
by means of (1) certain assumptions concerning the micro-behavior 0;
gases (more specifically, the distributions of locations and speeds of the
gas molecules) and (2) certain macro-micro principles, which cdnnect
su'ch macro-characteristics of a gas as its temperature, pressure and volume
with the micro-characteristics just mentioned.

In tht.: sense of these illustrations, a distinction is frequently made be-
tween various levels of explanation.*? Subsumption of a phenomenon under
a general la\fv dircct]y connecting observable characteristics represents the
first level; higher levels require the use of more or less abstract theoretical
constructs which function in the context of some comprehensive theor
P.&s the preceding illustrations show, the concept of higher-level explana-‘
tion covers procedures of rather different character; one of the most im-
portant among them consists in explaining a class of phenomena by means
of a theo_ry concerning their micro-structure. The kinetic theory ‘of heat
the atomic theory of matter, the electromagnetic as well as the quantu‘rr;
theory of light, and the gene theory of heredity are examples of this
mcthm'l. 115 is often felt that only the discovery of a micro-theory affords
rt?al 5c1er.1511_ic understanding of any type of chnomenon, because only it
gives us insight into the inner mechanism of the phenomenon, so to spéak
Consequent]y, classes of events for which no micro-theory ;‘:aq availablt;
ha_ve frequently been viewed as not actually understood; an;i concern
with the theoretical status of phenomena which are unexi’JIained in this
sense may be considered as a theoretical root of the doctrine of emergence

(_}enerally speaking, the concept of emergence has been used to char-.
acterize certain phenomena as “novel”, and this not merely in the psy-
;:hf')l()gl(.‘:ll sense of being unexpected,’® but in the theoretical sense of
seing unexglmnable, or unpredictable, on the basis of information concern-
ng the spatial parts or other constituents of the systems in which the phe-
)omena occur, and which in this context are often referred to as wholes.
Chus, e.g., such characteristics of water as'its transparence and quuidity
t room temperature and atmospheric pressure, or its ability to quench
hirst have been considered as emergent on the ground that they could
ot p{.msihly have been predicted from a knowledge of the properti{s of its
hcnutcal colnstituents. hydrogen and oxygen. The weight of the com-
wound, on the contrary, has been said not to be emer it i
iere “‘resultant” of iti components and could have %)i[;:} b;f:;fft;:i ‘;3
mple addition even before the compound had been formed. The conce )_’
ons of explanation and prediction which underly this idea of emer, rcni)c
all for various critical observations, and for corresponding changes ié‘n th.c
ancept of emergence, i .

12 For a lucid brief exposition of this idea, see IFeigl | Operationism], pp. 284-188,

1 Concerning the conc ini i
) roncept of noveley in its logical and psyc 1 1
b (,v‘-ﬁy], y g psychological meanings, sce

e
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(1) First, the question whether a given characteristic of a “whole”, w,
is emergent or not cannot be significantly raised until it has been stated
what is to be understood by the parts or constituents of w. The volume of
a brick wall, for example, may be inferable by addition from the volumes
of its parts if the latter are understood to be the component bricks, but it is
not so inferable from the volumes of the molecular components of the wall.
Before we can signiﬁcantly ask whether a characteristic W of an object w
is emergent, we shall therefore have to state the intended meaning of the
term “part of”. This can be done by defining a specific relation Pt and
stipulating that those and only those objects which stand in Pt to w count
as parts or constituents of w. ‘Pt might be defined as meaning “constituent
brick of” (with respect to buildings), or “molecule contained in” (for any
physical object), or “chemical element contained in” (with respect to
chemical compounds, or with respect to any material object), or “cell of”
(with respect to organisms), etc. The term “whole” will be used here
without any of its various connotations, merely as referring to any object
w to which others stand in the specified relation Pt. In order to emphasize
the dependence of the concept of part upon the definition of the relation
Pt in each case, we shall sometimes speak of Pt-parts, to refer to parts as
determined by the particular relation Pt under consideration.

(2) We turn to a second point of criticism. If a characteristic of a
whole is to be qualified as emergent only if its occurrence cannot be in-
ferred from a knowledge of all the properties of its parts, then, as Grelling
has pointed out, no whole can have any emergent characteristics. Thus, to
illustrate by reference to our earlier example, the properties of hydrogen
include that of forming, if suitably combined with oxygen, a compound
which is liquid, transparent, etc. Hence the liquidity, transparence, etc.
of water can be inferred from certain properties of its chemical con-
stituents. If the concept of emergence is not to be vacuous, therefore, it
will be necessary to specify in every case a class G of attributes and to
call a characteristic W of an object w emergent relatively to G and Pt
if the occurrence of W in w cannot be inferred from a complete charac-
terization of all the Pt-parts with respect to the attributes contained in G,
ie. from a statement which indicates, for every attribute in G, to which
of the parts of w it applies.—Evidently, the occurrence of a characteristic
may be emergent with respect to one class of attributes and not emergent
with respect to another. The classes of attributes which the emergentists
have in mind, and which are usually not explicitly indicated, will have to be
construed as non-trivial, i.e. as not logically entailing the property of each
constituent of forming, together with the other constituents, a whole with
the characteristics under investigations.——Some fairly simple cases of emer-
gence in the sense so far specified arise when the class G is restricted
to certain simple properties of the parts, to the exclusion of spatial or other
relations among them. Thus, the clectromotive force of a system of several
clectric batreries cannot be inferred from the electromotive forces of its
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constituents alone without a description, in terms of relational concepts,
of the way in which the batteries are connected with each other.*t

(3) Finally, the predictability of a given characteristic of an object
on the basis of specified information concerning its parts will obviously
depend on what general laws or theories are available.’® Thus, the flow of
an electric current in a wire connecting a piece of copper and a piece of
zinc which are partly immersed in sulfuric acid is unexplainable, on the
basis of information concerning any nontrivial set of attributes of copper,
zinc and sulfuric acid, and the particular structure of the system under
consideration, unless the theory available contains certain general laws con-
cerning the functioning of batteries, or even more comprehensive prin-
ciples of physical chemistry. If the theory includes such laws, on the other
hand, then the occurrence of the current is predictable. Another illustra-
tion, which at the same time provides a good example for the point made
under (2) above, is afforded by the optical activity of certain substances.
The optical activity of sarco-lactic acid, for example, i.e. the fact that in
solution it rotates the plane of polarization of plane-polarized light, cannot
be predicted on the basis of the chemical characteristics of its constituent
clements; rather, certain facts about the relations of the atoms constituting
a molecule of sarco-lactic acid have to be known. The essential point is that
the molecule in question contains an asymmetric carbon atom, i.e. one that
holds four different atoms or groups, and if this piece of relational in-
formation is provided, the optical activity of the solution can be predicted
provided that furthermore the theory available for the purpose embodies
the law that the presence of one asymmetric carbon atom in a molecule
implies optical activity of the solution; if the theory does not include this
micro-macro law, then the phenomenon is emergent with respect to that
theory.

An argument is sometimes advanced to the effect that phenomena such

14 This observation connects the present discussion with a basic issue in Gestalt
theory. Thus, e.g., the insistence that “a whole is more than the sum of its parts” may be
construed as refcrrmg to characteristics of wholes whose prediction requires knowledge
of certain structural relations among the parts. For a further examination of this point,
see Girelling and Oppenheim [Gestaltbegriff] and [Functional Whole].

16 Logical analyses of emergence which make reference to the theories available
have been propounded by Grelling and recently, in a very explicit form, by Henle in
IEanergencel. In effect, Henle’s definition characterizes a phenomenon as emergent if
it cannot be predicted, by means of the theories accepted at the time, on the basis of the
data available before its occurrence. In this interpretation of emergence, no reference is
made to characteristics of parts or constituents. Henle’s concept ogpredlcml)lhty differs
from the one implicit in our discussion (and made explicit in Part III of this article) in
that it implics derivability from the “simplest” hypothesis which can be formed on the
Dasis of the data and theories available at the time. A number of suggestive observations
on the idea of cmergence and on Henle’s analysis of it are contained in Burgm.um N

article {18 mugcmcl —The idea thar the concepr of emergence, at least in some of its
applications, is meant to refer to unpredictability by means of ¢ snng)lu' laws was ad-
vimeed also by Grelling in the correspondence mentioned in note (1). Reliance on the

notion of snnplunv of h\lmllusu however, involves considerable difficulties; in fac,
no satisfacrory definition” of that concept is available ar present.
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as the flow of the current, or the optical activity, in our last examples, are
absolutely emergent at least in the sense that they could not p0551bly have
been predicted before they had been observed for the first time; in other
words, that the laws requisite for their prediction could not have been ar-
rived at on the basis of information available before their first observed
occurrence.’® This view is untenable, however. On the strength of data
available at a given time, science often establishes generalizations by means
of which it can forecast the occurrence of events the like of which have
never before been encountered. Thus, generalizations based upon perio-
dicities exhibited by the characteristics of chemical elements then known,
enabled Mendeleeff in 1871 to predlct the existence of a certain new element
and to state correctly various properties of that element as well as of several
of its compounds; the element in question, germanium, was not discovered
until 1886.—A more recent illustration of the same point is provided by
the development of the atomic bomb and the prediction, based on the-
oretical principles established prior to the event, of its explosion under
specified conditions, and of its devastating release of energy.

As Grelling has stressed, the observation that the predictability of the
occurrence of any characteristic depends upon the theoretical knowledge
available, applies even to those cases in which, in the language of some
emergentists, the characteristic of the whole is a mere resultant of the
corresponding characteristics of the parts and can be obtained from the
latter by addition. Thus, even the weight of a water molecule cannot be
derived from the weights of its atomic constituents without the aid of a
law which expresses the former as some specific mathematical function of
the latter. That this function should be the sum is by no means self-evident;
it is an empirical generalization, and at that not a strictly correct one, as
relativistic physics has shown.

Failure to realize that the question of the predictability of a phenome-
non cannot be significantly raised unless the theories available for the
prediction have been specified has encouraged the misconception that cer-
tain phenomena have a mysterious quality of absolute unexplainability, and
that their emergent status has to be accepted with “natural piety”, as F. L.
Morgan put it. The observations presented in the preceding discussion
strip the idea of emergence of these unfounded connotations: emergence

10 C. D. Broad, who in chapter 2 of his book [Mind] gives a clear presentation and
critical discussion of the essentials of emergenrism, emphasizes the importance of “laws
of composition” in predicting the characteristics of a whole on the basis of those of its
parts, (cf. [Mind], p]p. 61 f1.) ; but he subscribes to the view characterized above and

illustrates it specifically by the assertion that “if we want to know the chemical (and
many of the physical) properties uf a chemical compound, such as silver-chloride, it is

1lm>|un1v necessary to study samples of that particular compound. . . . The essential
point is that it would also be useless ro study chemical umlrmmds in gcncml and to com-
wre their properties with those of their clements in the 1pe of discov ering a general
aw of :'unlllm.-.'i!iun by which the properties of any chemical m!upuuml could be fore-
told when the properties of its separate elements were known.” (Ibid., p. 64)—Thar an
achievement HII precisely this sort has been possible on the basis of the periodic system

of the elements is ponted out above.



336 SCIENTIFIC EXPLANATION

of a characteristic is not an ontological trait inherent in some phenomena;
rather it is indicative of the scope of our knowledge at a given time; thus
it has no absolute, but a relative character; and what is emergent with re-
spect to the theories available today may lose its emergent status tomor-
row.

The preceding considerations suggest the following redefinition of
cmergence: The occurrence of a characteristic W in an object w is emer-
gent relatively to a theory T, a part relation Pt, and a class G of attributes
if that occurrence cannot be deduced by means of T from a characteriza-
tion of the Pt-parts of w with respect to all the attributes in G.

This formulation explicates the meaning of emergence with respect to
events of a certain kind, namely the occurrence of some characteristic W
in an object w. Frequently, emergence is attributed to characteristics rather
than to events; this use of the concept of emergence may be interpreted as
follows: A characteristic W is emergent relatively to T, Pz, and G if its
occurrence in 4y object is emergent in the sense just indicated.

As far as its cognitive content is concerned, the emergentist assertion
that the phenomena of life are emergent may now be construed, roughly,
as an elliptic formulation of the following statement: Certain specifiable
biological phenomena cannot be explained, by means of contemporary
physico-chemical theories, on the basis of data concerning the physical
and chemical characteristics of the atomic and molecular constituents of
organisms. Similarly, the so-called emergent status of mind reduces to the
assertion that present-day physical, chemical and biological theories do not
suffice to explain all psychological phenomena on the basis of data con-
cerning the physical, chemical, and biological characteristics of the cells
or of the molecules or atoms constituting the organisms in question. But in
this interpretation, the emergent character of biological and psychological
phenomena becomes trivial; for the description of various biological phe-
nomena requires terms which are not contained in the vocabulary of pres-
ent day physics and chemistry; hence we cannot expect that all specifically
siological phenomena are explainable, i.e. deductively inferable, by means
»f present day physico-chemical theories gn the basis of initial conditions
which themselves are described in exclusively physico-chemical terms. In
rder to obtain a less trivial interpretation of the assertion that the phe-
10mena of life are emergent, we have therefore to include in the explanatory
‘heory all those laws known at present which connect the physico-chemical
with the biological “level”, i.e., which contain, on the one hand, certain
shysical and chemical terms, including those required for the description
»f molecular structures, and on the other hand, certain concepts of biology.
An analogous observation applies to the case of psychology. If the asser-
ion that life and mind have an emergent status is interpreted in this sense,
hen its import can be summarized approximately by che statement thae
10 cxpl:m:nion, in terms of micro-structure theories, is available at pres-
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ent for large classes of phenomena studied in biology and psychology.*

Assertions of this type, then, appear to represent the rational core of
the doctrine of emergence. In its revised form, the idea of emergence no
longer carries with it the connotation of absolute unpredictability—a no-
tion which is objectionable not only because it involves and perpetuates
certain logical misunderstandings, but also because, not unlike the ideas of
neo-vitalism, it encourages an attitude of resignation which is stifling for
scientific research. No doubt it is this characteristic, together with its theo-
retical sterility, which accounts for the rejection, by the majority of con-
temporary scientists, of the classical absolutistic doctrine of emergence.*®

Part 1. LocicaL ANALYSIS OF LAw AND EXPLANATION

§6. Problems of the Concept of General Law

From our general survey of the characteristics of scientific explana-
tion, we now turn to a closer examination of its logical structure. The ex-
planation of a phenomenon, we noted, consists in its subsumption under
laws or under a theory. But what is a law, what is a theory? While the
meaning of these concepts seems intuitively clear, an attempt to construct
adequate explicit definitions for them encounters considerable difficulties.
In the present section, some basic problems of the concept of law will be
described and analyzed; in the next section, we intend to propose, on the
basis of the suggestions thus obtained, definitions of law and of explanation
for a formalized model language of a simple logical structure.

The concept of law will be construed here so as to apply to true state-
ments only. The apparently plausible alternative procedure of requiring
high confirmation rather than truth of a law seems to be inadequate: It
would lead to a relativized concept of law, which would be expressed by
the phrase “sentence S is a law relatively to the evidence E”. This does not
seem to accord with the meaning customarily assigned to the concept of
law in science and in methodological inquiry. Thus, for example, we would
not say that Bode’s general formula for the distance of the planets from the
sun was a law relatively to the astronomical evidence available in the 1770s,
when Bode propounded it, and that it ceased to be a law after the discovery

17 The following passage from Tolman [Behavior] may serve to support this in-
terpretation: . . . ‘behavior-acts’, thnu;[:h no doubt in complete one-to-one corre-
spondence with the underlying molecular facts of physics and physiology, have, as
‘molar’ wholes, certain emergent properties of their own. . . . Further, these mo]ar
properties of behavior-acts cannot in the present state of our knowledge, ie., prior to
the working-out of many empirical correlations between behavior and its p!‘l}‘siu]tlg‘i(:ﬂ]
correlates, be known even inferentially from a mere klmwlcdgc_of the underlying.
molecular, facts of physics and physiology.” (L c., pp. 7-8).—In a similar manner, Hull
uses the distinetion between molar and molecular theories and points out that theories

of the latter type are not at present available in ps_\'clwlug_\n Cf. [Principles], pp. 19 ff.;
[ Vartables], p. 275.

13 This attitude of the scientist is voiced, for example, by Hull in {Principles|, pp.
1428,
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of Neptune and the determination of its distance from the sun; rather, we
would say that the limited original evidence had given a high probability to
the assumption that the formula was a law, whereas more recent additional
information reduced that probability so much as to make it practically cer-
tain that Bode’s formula is not generally true, and hence not a law.18

Apart from being true, a law will have to satisfy a number of addi-
tional conditions. These can be studied independently of the factual re-
quirement of truth, for they refer, as it were, to all logically possible laws,
no matter whether factually true or false. Adopting a convenient term pro-
posed by Goodman,** we will say that a sentence is lawlike if it has all the
characteristics of a general law, with the possible exception of truth. Hence,
every law is a lawlike sentence, but not conversely.

Our problem of analyzing the concept of law thus reduces to that of
explicating the meaning of “lawlike sentence”. We shall construe the class
of lawlike sentences as including analytic general statements, such as “A
rose is a rose”, as well as the lawlike sentences of empirical science, which
have empirical content.?® It will not be necessary to require that each law-
like sentence permissible in explanatory contexts be of the second kind;
rather, our definition of explanation will be so constructed as to guarantee
the factual character of the totality of the laws—though not of every single
one of them—which function in an explanation of an empirical fact.

What are the characteristics of lawlike sentences? First of all, lawlike
sentences are statements of universal form, such as “All robins’ eggs are
greenish-blue”, “All metals are conductors of electricity”, “At constant
pressure, any gas expands with increasing temperature”. As these examples
illustrate, a lawlike sentence usually is not only of universal, but also of
conditional form; it makes an assertion to the effect that universally, if a
certain set of conditions, C, is realized, then another specified set of con-
ditions, E, is realized as well. The standard form for the symbolic expression
of a lawlike sentence is therefore the universal conditional. However, since
any conditional statement can be transformed into a non-conditional one,
conditional form will not be considered as essential for a lawlike sentence,
while universal character will be held indispensable.

But the requirement of universal form is not sufficient to characterize
lawlike sentences. Suppose, for example, that a certain basket, b, contains

188 The requirement of truth for laws has the consequence that a given empirical
statement § ean never be definitely known to be a law; ?0_1’ the sentence affirming the
truth of § is logically equivalent with S and is therefore capable only of acquiring a
more or less high probability, or degree of confirmation, relatively to the experimental
evidence available ar any given time, On this point, cf. Carnap [Remarks].—For an ex-
cellent non-technical exposition of the semantical concept of truth, which is here ap-
plied, the reader is referred to Tarski [Truth).

1 [Counterfactuals ). p. 125.

2 This procedure was suggested by Goodman’s approach in [Counterfacruals ] —
Reichenbach, in a detailed examination of the concept of law, similarly construes his
concept of nomological statement as including both analytic and synthetic sentences; ¢f.

[Logicl, chapter VI
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at a certain time # a number of red apples and nothing else. Then the
statement

(S,) Every apple in basket 4 at time # is red

is both true and of universal form. Yet the sentence does not qualify as a
law; we would refuse, for example, to explain by subsumption under it the
fact that a particular apple chosen at random from the basket is red. What
distinguishes S, from a lawlike sentence? T'wo points suggest themselves,
which will be considered in turn, namely, finite scope, and reference to a
specified object.

First, the sentence S, makes, in effect, an assertion about a finite num-
ber of objects only, and this seems irreconcilable with the claim to uni-
versality which is commonly associated with the notion of law.?? But are
not Kepler’s laws considered as lawlike although they refer to a finite set
of planets only? And might we not even be willing to consider as lawlike
a sentence such as the following?

(S;) All the sixteen ice cubes in the freezing tray of this refrigerator have
a temperature of less than ro degrees centigrade.

This point might well be granted; but there is an essential difference be-
tween S, on the one hand and Kepler’s laws as well as S, on the other: The
latter, while finite in scope, are known to be consequences of more com-
prehensive laws whose scope is not limited, while for S, this is not the case.

Adopting a procedure recently suggested by Reichenbach,?* we will
therefore distinguish between fundamental and derivative laws. A state-
ment will be called a derivative law if it is of universal character and fol-
lows from some fundamental laws. The concept of fundamental law re-
quires further clarification; so far, we may say that fundamental laws, and
similarly fundamental lawlike sentences, should satisfy a certain condition
of non-limitation of scope.

It would be excessive, however, to deny the status of fundamental
lawlike sentence to all statements which, in effect, make an assertion about
a finite class of objects only, for that would rule out also a sentence such
as “All robins’ eggs are greenish-blue”, since presumably the class of all

21 The difficulty illustrated by this example was stated concisely by Langford ([Re-
view]), who referred to it as the problem of distinguishing between universals of fact
and causal universals. For further discussion and illustration of this point, see also Chis-
holm [Conditionall, especially pp. 301f—A systematic analysis of the problem was
given by Goodman in [Counterfacruals], especially part III—While not concerned
with the specific point under discussion, the detailed examination of counterfactual
conditionals and their relation to laws of nature, in Chapter VIII of Lewis’s work
[ Analysis|, contains important observations on several of the issues raised in the present
seetion,

22 The view that laws should be construed as not being limited to a finite domain
has been expressed, among others, by Popper ([Forschung |, section 13) and by Reichen-

bach (I Logicl, p. 369).
= Logicl, p. 361.—-Our terminology as well as the definitions to be proposed later
for the two types of law do not coincide with Reichenbach's, however.
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robins’ eggs—past, present, and future—is finite. But again, there is an es-
sential difference between this sentence and, say, S,. It requires empirical
knowledge to establish the finiteness of the class of robins’ eggs, whereas,
when the sentence S, is construed in a manner which renders it intuitively
unlawlike, the terms “basket 5” and “apple” are understood so as to imply
finiteness of the class of apples in the basket at time ¢. Thus, so to speak,
the meaning of its constitutive terms alone—without additional factual
information—entails that S, has a finite scope.—Fundamental laws, then,
will have to be construed so as to satisfy what we have called a condition
of non-limited scope; our formulation of that condition however, which
refers to what is entailed by “the meaning” of certain expressions, is too
vague and will have to be revised later. Let us note in passing that the
stipulation here envisaged would bar from the class of fundamental law-
like sentences also such undesirable candidates as “All uranic objects are
spherical”, where “uranic” means the property of being the planet Uranus;
indeed, while this sentence has universal form, it fails to satisfy the con-
dition of non-limited scope.

In our search for a general characterization of lawlike sentences, we
now turn to a second clue which is provided by the sentence S,. In ad-
dition to violating the condition of non-limited scope, this sentence has the
peculiarity of making reference to a particular object, the basket 4; and
this, too, seems to violate the universal character of a law.2* The restriction
which seems indicated here, should however again be applied to funda-
mental lawlike sentences only; for a true general statement about the free
fall of physical bodies on the moon, while referring to a particular object,
would still constitute a law, albeit a derivative one.

It seems reasonable to stipulate, therefore, that a fundamental lawlike
sentence must be of universal form and must contain no essential—i.e.,
uneliminable—occurrences of designations for particular objects. But this
is not sufficient; indeed, just at this point, a particularly serious difficulty
presents itself. Consider the sentence

(Ss) Everything that is either an apple in basket & at time ¢ or a sample of
ferric oxide is red. G

If we use a special expression, say “x is ferple”, as synonymous with “x is
either an apple in 4 at ¢ or a sample of ferric oxide”, then the content of S,
can be expressed in the form

(S,) Everything that is ferple is red.

The statement thus obtained is of universal form and contains no designa-
tions of particular objects, and it also satisfies the condition of non-limited

24 In physics, the idea that a law should not refer to any particular object has found
its expression in the maxim that the general laws of physics s'mul(l contain no reference
to specific space-time J)()ints, and that spatio-temporal coordinates should oceur in them
only in the form of differences or differentials,
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scope; yet clearly, S, can qualify as a fundamental lawlike sentence no more
than can S,.

As long as “ferple” is a defined term of our language, the difficulry
can readily be met by stipulating that after elimination of defined terms,
a fundamental lawlike sentence must not contain essential occurrences of
designations for particular objects. But this way out is of no avail when
“ferple”, or another term of the kind illustrated by it, is a primitive predi-
cate of the language under consideration. This reflection indicates that
certain restrictions have to be imposed upon those predicates—i.e., terms
for properties or relations,—which may occur in fundamental lawlike sen-
tences.?s

More specifically, the idea suggests itself of permitting a predicate in a
fundamental lawlike sentence only if it is purely universal, or, as we shall
say, purely qualitative, in character; in other words, if a statement of its
meaning does not require reference to any one particular object or spatio-
temporal location. Thus, the terms “soft”, “green”, “warmer than”, “as long
as”, “liquid”, “electrically charged”, “female”, “father of” are purcly
qualitative predicates, while “taller than the Eiffel Tower”, “medicval”,
“lunar”, “arctic”, “Ming” are not.?®

Exclusion from fundamental lawlike sentences of predicates which are
not purely qualitative would at the same time ensure satisfaction of the
condition of non-limited scope; for the meaning of a purely qualitative
predicate does not require a finite extension; and indeed, all the sentences
considered above which violate the condition of non-limited scope make
explicit or implicit reference to specific objects.

The stipulation just proposed suffers, however, from the vagueness of

25 The pnint illustrated by the sentences S: and S, above was made by Goodman,
who has also emphasized the need to impose certain restrictions upon the predicates
whose occurrence is to be permissible in lawlike sentences. These predicates are es-
sentially the same as those which Goodman calls projectible. Goodman has suggested
that the problems of establishing precise criteria for projectibility, of interpreting
counterfacrual conditionals, and of defining the coneept of law are so intimately related
as to be virtually aspects of a single problem. (Cf. his articles [Query| and [Counter
factuals].) One suggestion for an analysis of projectibility has reeently been made by
Carnap in [Application]. Goodman’s note [Infirmities] contains eritical observations
on Carnap’s Froposals.

20 That laws, in addition to being of universal form, must contain only purely uni-
versal predicates was clearly argued by Popper (|Forschung], sections 14, 15).—QOur
alternative expression “purely qualitative predicate” was chosen in analogy to Carnap's
term “purely qualirative property” (cf. [Application])—The above characterization
of purely universal predicares seems preferable to a sin:,::]ur and perhaps more custom
ary one, to the effect that a starement of the meaning of che predicate must require no
reference to particular objects. For this formulation might be too exclusive since it coulid
be argued that stating the meaning of such purely qualitative terms as “blue” or "hot”

requires illustrative reference ro some particular objeer which has the quality in ques
tion, The essential point is that no one specific object has to be chosen; any one in the
logically unliniired ser of blue or of hor objeets will do. In explicating the meaning of
“tallzr than the FifTel Tower”, “heing an apple in basker b at the time t", “medieval”,
cte, however, reference has to be made to one specific object or to some one in a limited

set of obiecrs



342 SCIENTIFIC EXPLANATION

the concept of purely qualitative predicate. The question whether indica-
tion of the meaning of a given predicate in English does or does not require
reference to some one specific object does not always permit an unequivo-
cal answer since English as a natural language does not provide explicit
definitions or other clear explications of meaning for its terms. It seems
therefore reasonable to attempt definition of the concept of law not with
respect to English or any other natural language, but rather with respect
to a formalized language—let us call it a model language, L,—which is
governed by a well-determined system of logical rules, and in which every
term either is characterized as primitive or is introduced by an explicit
definition in terms of the primitives.

This reference to a well-determined system is customary in logical re-
search and is indeed quite natural in the context of any attempt to develop
precise criteria for certain logical distinctions. But it does not by itself
suffice to overcome the specific difficulty under discussion. For while it is
now readily possible to characterize as not purely qualitative all those
among the defined predicates in L whose definiens contains an essential
occurrence of some individual name, our problem remains open for the
primitives of the language, whose meanings are not determined by defi-
nitions within the language, but rather by semantical rules of interpreta-
tion. For we want to permit the interpretation of the primitives of L
by means of such attributes as blue, hard, solid, warmer, but not by the
properties of being a descendant of Napoleon, or an arctic animal, or a
Greek statue; and the difficulty is precisely that of stating rigorous criteria
for the distinction between the permissible and the non-permissible inter-
pretations. Thus the problem of setting up an adequate definition for purely
qualitative attributes now arises again; namely for the concepts of the
metalanguage in which the semantical interpretation of the primitives is
formulated. We may postpone an encounter with the difficulty by pre-
supposing formalization of the semantical meta-language, the meta-meta-
language, and so forth; but somewhere, we will have to stop at a non-
formalized meta-language, and for it a characterization of purely qualita-
tive predicates will be needed and will present much the same problems
as non-formalized English, with which we began. The characterization
of a purely qualitative predicate as one whose meaning can be made ex-
plicit without reference to any one particular object points to the intended
meaning but does not explicate it precisely, and the problem of an adequate
definition of purely qualitative predicates remains open.

There can be little doubt, however, that there exists a large number
of property and relation terms which would be rather generally recognized
as purely qualitative in the sense here pointed out, and as permissible in
the formulation of fundamental lawlike sentences; some examples have been
given above, and the list could be readily enlarged. When we speak of
purely qualitative predicates, we shall henceforth have in mind predicates
of this kind.
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In the following section, a model language L of a rather simple logical
structure will be described, whose primitives will be assumed to be qualita-
tive in the sense just indicated. For this language, the concepts of law and
explanation will then be defined in a manner which takes into account
the general observations set forth in the present section.

Sv. Definition of Law and Explanation for a Model Language

Concerning the syntax of our model language L, we make the follow-
ing assumptions:

L has the syntactical structure of the lower functional calculus without
identity sign. In addition to the signs of alternation (disjunction), con-
junction, and implication (conditional), and the symbols of universal
and existential quantification with respect to individual variables, the
vocabulary of L contains individual constants (‘a’, ‘&’, - - - ), individual
variables (‘«’, ‘y’, - - - ), and predicates of any desired finite degree;
the latter may include, in particular, predicates of degree 1 (‘P’,‘Q’, - - - ),
which express properties of individuals, and predicates of degree 2 (‘R’,
‘$, - - - ), which express dyadic relations among individuals.

For simplicity, we assume that all predicates are primitive, i.c., un-
defined in L, or else that before the criteria subsequently to be developed
are applied to a sentence, all defined predicates which it contains arc climi-
nated in favor of primitives.

The syntactical rules for the formation of sentences and for logical
inference in L are those of the lower functional calculus. No sentence
may contain free variables, so that generality is always expressed by uni-
versal quantification. )

For later reference, we now define, in purely syntactical terms, a
number of auxiliary concepts. In the following definitions, S is always
understood to be a sentence in L.

(7.1a) Sis formally true (formally false) in L if S (the denial of S) can be
proved in L, i.e. by means of the formal rules of logical inference for L. If
two sentences are mutually derivable from each other in L, they will be
called equivalent.

(7.1b) S is said to be a singular, or alternatively, a molecular sentence if
S contains no variables. A singular sentence which contains no statement
connectives is also called atomic. Ilustrations: The sentences ‘R(a, b) D
(P(a) -~ Q(a))’,‘~ Q(a)’,*(R(a, b)’, ‘P(a)’ are all singular, or molecular;
the last two are atomic.

(7.1¢) S is said to be a generalized sentence if it consists of onc or more
quantifiers followed by an expression which contains no quantifiers. § is
said to be of universal form if it is a generalized sentence and all the quan-
tifiers occurring in it are universal. § is called purely generalized (purely
universal) if §'is a generalized sentence (is of universal form) and contains
no individual constants. S is said to be essentially universal if it is of uni-
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versal f.orm fmfj not equivglent to a singular sentence. S is called essentially
generalized if it is not equivalent to a singular sentence.

f’!.'!mtmtwm: ‘“(x)(P(x) D Q(x))’, “(x)R(a, z), ‘(x)(P(x) v P(a))’
()(P(x) v ~ P(x)), (Ex)(P(z)-~Q(x)). “Ex)(y)(R(a 7).
S(a, y))’ are all generalized sentences; the first four are of universal ;'orr'n
the. first and fourth are purely universal; the first and second are essentiall :
l[.:mlvelrsal, tE? t)hird be}ig]g equivalent to the singular sentence ‘P(a); and tl{:a
ourth to ‘P(a) v ~ P(a)’. All se i ‘

i, genem[;zed_( ) ntences except the third and fourth are

_Concermr}g the semantical interpretation of L, we lay down the fol-
lowing two stipulations:

(7-2a) The primitive predicates of L are all itati
i . purely qualitative.
(7.2b) The universe of discourse of L, ie., the domaciln of objects covered

by the quantifiers, i i g .
loycatio r?S - consists of all physical objects, or of all spatio-temporal

A linguistic framework of the kind here characterized is not sufficient
for the formulation of scientific theories since it contains no functors and
does not 'provide the means for dealing with real numbers. Besides. the
question 1s open at present whether a constitution system can be Lon-
strt{cted in which all of the concepts of empirical science are reduced, by
chains of explicit definitions, to a basis of primitives of a purely qualita‘tiv'e
character. Nevertheless, we consider it worthwhile to study the problems
at hand for the simplified type of language just described bt:(.guse the
analysis of law and explanation is far from trivial even for our model
language L, and because that analysis sheds light on the logical character
of the concepts under investigation also in their application to more com-
plex contexts.

o In accordance with the considerations developed in section 6, we now
efine:

(7'.33} S is a fundamental lawlike sentence in L if S is purely universal;
S is a fundamental law in L if S is pugely universal and true. ,
(7.‘;.5) S is a derivative law in L if (1) S is essentially, but not purely,
iniversal and (2) there exists a set of fundamental laws in L which has §
1S a consequence.

(7-3¢) Sisalawin L if it i ivati i

( I L 1f 1t 1s a fundamental or a derivative law in L.

The fundamental laws as here defined obviously include, besides gen-
ral .\ta.tcmcnrs f’f empirical character, all those statements of purely uni-
ersal form which are true on purely logical grounds; i.e. those which
llc.fnmmll_lv rf'ucl :an, suchas *(x) (P(x)v ~ P(x) )’y and those whose truth
erives exclusively fr s interprerati it i
Sl e _\. rom the II“K‘I-[:I.Lvrf][!“II amwen to s constituents, as is the
as V() (P(x) D Q(a)),if 15 interpreted as meaning the property
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of being a father, and ‘Q’ that of being male.—The derivarive laws, on the
other hand, include neither of these categories; indeed, no fundamental law
is also a derivative one.

As the primitives of L are purely qualitative, all the statements of uni-
versal form in L also satisfy the requirement of non-limited scope, and
thus it is readily seen that the concept of law as defined above satisfies all
the conditions suggested in section 6.2

The explanation of a phenomenon may involve generalized sentences
which are not of universal form. We shall use the term “theory” to refer
to such sentences, and we define this term by the following chain of defi-

nitions:

(7.4a) S is a fundamental theory if S is purely generalized and true.
(7.4b) S is a derivative theory in L if (1) § is essentially, but not purely,
generalized and (2) there exists a set of fundamental theories in L which has

S as a consequence.
(7.4c) Sisa theory in L if it is a fundamental or a derivative theory in L.

By virtue of the above definitions, every law is also a theory, and every

theory is true.
With the help of the concepts thus defined, we will now reformulate

more precisely our earlier characterization of scientific explanation with
specific reference to our model language L. It will be convenient to state
our criteria for a sound explanation in the form of a definition for the
expression “the ordered couple of sentences, (T, C), constitutes an ex-
planans for the sentence E.” Our analysis will be restricted to the explana-
tion of particular events, i.e., to the case where the explanandum, E, is a

singular sentence.?® :
In analogy to the concept of lawlike sentence, which need not satisfy

a requirement of truth, we will first introduce an auxiliary concept of po-
tential explanans, which is not subject to a requirement of truth; the notion

27 As defined above, fundamental laws include universal conditional statements with
vacuous antecedents, such as “All mermaids are brunettes”. This point does not appear
to lead to undesirable consequences in the definition of the explanation to be proposed
later —For an illuminating analysis of universal conditionals with vacuous antecedents,
see Chaprer VIII in Reichenbach’s Il,u:.-gic].

28 This is not a matter of free choice: The precise rational reconstruction of ex-
planation as applied to general regularities Fr{:scnr_-s peculiar problems for which we
can offer no solution at present. The core of the difficulty can be indicated briefly by
reference to an example: Kepler's laws, K, may be conjoined with Boyle’s law, B, to a
stronger law K.B; but derivation of K from the latter would not be considered as an
explanation of the regularities stated in Kepler's laws; rather, it would be viewed as
representing, in effecr, a pointless “explanation” of chlur‘s laws by themselves. The
derivation of Kepler's laws from Newton's laws of motion and of gravitation, on the
other hand, would be recognized as a genuine explanation in terms of more compre-
hensive regularities, or so-called higher-level laws. The problem therefore arises of
setting up clear-cut crireria for the distinction of levels of explanation or for a com-
parison of generalized sentences as to their comprehensiveness, The establishment of
adequare criteria for this purpose is as yet an open problem,
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of explanans will then be defined with the help of this auxiliary concept.—

The considerations presented in Part I suggest the following initial stipula-
tions:

(7-5) An ordered couple of sentences, (T, C), constitutes a potential ex-
planans for a singular sentence E only if

(1) T is essentially generalized and C is singular

2) E is derivable in L from T and C jointly, but not from C alone.

(7.6) An ordered couple of sentences, (T, C), constitutes an explanans
for a singular sentence E if and only if

(1) (T, C) is a potential explanans for E

(2) T is a theory and C is true.

(7-6) is an explicit definition of explanation in terms of the concept
of potential explanation.?® On the other hand, (7.5) is not suggested as a
definition, but as a statement of necessary conditions of potential explana-
tion. These conditions will presently be shown not to be sufficient, and
additional requirements will be discussed by which (7.5) has to be sup-
plemented in order to provide a definition of potential explanation.
Before we turn to this point, some remarks are called for concerning
the formulation of (7.5). The analysis presented in Part I suggests that
an explanans for a singular sentence consists of a class of generalized sen-
tences and a class of singular ones. In (7.5), the elements of each of these
classes separately are assumed to be conjoined to one sentence. This pro-
vision will simplify our formulations, and in the case of generalized sen-
tences, it serves an additional purpose: A class of essentially generalized
sentences may be equivalent to a singular sentence; thus, the class
{P(a)v(x)Q(x)’, ‘P(a)y ~ (x)Q(x)’} is equivalent with the sentence
‘P(a)’. Since scientific explanation makes essential use of generalized sen-
tences, sets of laws of this kind have to be ruled out; this is achieved above
by combining all the generalized sentences in the explanans into one con-
junction, T, and stipulating that T has to be essentially generalized.—Again,
since scientific explanation makes essential use of generalized sentences, E
must not be a consequence of C alone: The law of gravitation, combined
with the singular sentence “Mary”is blonde and blue-eyed” does not con-
stitute an explanans for “Mary is blonde”. The last stipulation in (7.5)
introduces the requisite restriction and thus prohibits complete self-
explanation of the explanandum, i.e., the derivation of E from some singu-
lar sentence which has E as a consequence.— The same restriction also
dispenses with the need for a special requirement to the effect that T has
to have factual content if (T, C) is to be a potential explanans for an

29 It is necessary to stipulate, in (7.6) (2),that T bea theory rather than merely that
T be true, for as was shown in section 6, the generalized sentences occurring in an ex-
planans have to constitute a theory, and not every essentially generalized sentence which

Is true is actually a theory, ie., a consequence of a set of purely generalized true sen-
tences.
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empirical sentence E. For if E is factual, then, sin;:e E 1§ at c(())nsequence of
T and C jointly, but not of C alone, T' must be factual, to e
Our stipulations in (7-5) do not preclude, howevel“éwthe Sengtenceg
termed partial self-cxplnnati-:al(og )t}he(tixplal‘llz;rzleurz.) C(l)]n(s}l) )e’:r e ..
= - () (Plx) =2 x)), C,= . . » Ev=
gza,—b;.( (EI)‘he(yrg;tis(fy)all the requirements l.aid down_m é 7 5b), buz eltt tsl:e(;ncf
counter-intuitive to say that (17, c) poterm.ally explains 1,E ecau i
currence of the component ‘R(4, b)’ of C, in the sentence E, ar%(;e L rm;
partial explanation of the explanandum by 1tself: Is 1; .n;)lt bl)(;;salres oIt
out, by an additional stipulation, all those cases in whic encch,VhiCh
its content with C, i.e. where C and. E ha\_le a common consequ ce hig
is not formally true in L? This stipulation wpuld be tar'ltami)gl e o the
requirement that C and E haveilto be ex?aruizzeczgfiir;itl‘\;;si(:h g m‘,()
ir alternation is formally true, fo . ‘ "
EESEC:I}:;S have in common is expressed by th(;,?lr ali;elgladt;(;rsl.n"l;?(i lﬂrr(::p;):z:
icti ever, would be very severe. For sha :
;)Zsrttr 1(fft li(;? ,czgrci::nt w’ith C, then C isyalFogether unnecessary f?[{lth.c‘ ;];l:v:l;
tion of E from T and C, i.e., E can pe mferr(?d from T alone. t\::)lf(.r;w ,c\.-
every potential explanation in which the smgular ?ompo)ﬂ(i::c(l i mcif.
planans is not dispensable, the cfxplanandun} is partEy i‘(!d(ﬂ)* 1,\),/ ’I; |
Take, for example, the potential exp,lanatl‘on of .‘ﬁz—— ; . \vlfi(-l\
“(x)(P(x) D Q(x))" and C, = ‘P(a)’, which satisfies (?.5 , .hc e
surely is intuitively unob]cctiopable. Its three co’mp(znents 111;{36)‘,011‘) ).‘.
Icnti{,r expressed by the following scnteflcesi T_‘ ? (x)Q((:)) s p(,,)‘;
/= (P(a)vQ(a)) - (P(a)y ~ Q())’; E/ ="(P(a)v ) (~ P
Q(a))’. This reformulation shows that part of the content of e c.‘})ljm:lm
dum is contained in the content of thnlefsmgular component o xplanan
e 18 1‘; ;ﬁljlszgsza:xf;:iiii t;ypl(';;elt ‘here where the customary intuitive
idea OF explar};ation becomes too vague to pl‘OYIdC ‘fl.”.thjr glllrd‘ll:::,rf‘()ll‘
rational reconstruction. Indeed, tht? last 11.lustrat10n st.mln;f), y hu‘%‘i’,d s ,t..,-_
there may be no sharp boundary line which scpnr.ntcs‘ .tlgc.lr";“,.lm(,?:.‘ o
missible from the counterintuitive types of pnrtm.l‘ SL.‘—‘L,\.}.) ..1)1rl.‘mc i,n o
cven the potential explanation just considered, which ls"‘:ti’}iiv;_. ,,.mmd;
original formulation, might be judged unz;cecp.tnl)lc ‘(m n‘1 u g
when transformed into the equivalent version given :1‘)‘()vg. + ikl i
The point illustrated by the last example is St.:llt(.( nm.u:);, I \
the following theorem, which we formulate here without proot.

(7.7) Theorem. Let (T, C) be a potential cxp]nnm‘\s f(‘n‘ l‘hcl :lf\g;lll:;l':lcl':.\l—l
tence E. Then there exist three singllllm' s?nrc‘nccs“,.l.sl‘, la.f, ':1;\‘«'“ ‘(‘(,”l‘hc’ L-(,n_
that E is equivalent to the cnnjnnffrmn.la, -I',..,.‘1 C ;s 'quu]lY.::"(

junction C, - E,, and E, can be derived in L from 17 alone.

W : fstatement conpective
40 1 the formulation of the above theorem and hul)s(qmllnl\, sl.m;niu‘: ISP
‘ i l j i g aking
s as sl but also autonymousty i spe '
symbols are used not only as signs in L, )
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In more intuitive terms, this means that if we represent the deductive
structure of the given potential explanation by the schema {T, C} — E,
then this schema can be restated in the form {T,C,-E,} »E,-E,, where
E, follows from T alone, so that Cyis entirely unnecessary as a premise;
hence, the deductive schema under consideration can be reduced to
{T, E;} > E,-E,, which can be decomposed into the two deductive
schemata {T'} - E, and {E,} — E,. The former of these might be called
a purely theoretical explanation of E, by T, the latter a complete self-
explanation of E,. Theorem (7.7) shows, in other words, that every ex-
planation whose explanandum is a singular sentence can be decomposed
into a purely theoretical explanation and a complete self-explanation; and
any explanation of this kind in which the singular constituent of the ex-
planans is not completely unnecessary involves a partial self-explanation of
the explanandum.

To prohibit partial self-explanation altogether would therefore mean
limitation of explanation to purely theoretical explanation. This measure
seems too severely restrictive. On the other hand, an attempt to delimit, by
some special rule, the permissible degree of self-explanation does not appear
to be warranted because, as we saw, customary usage provides no guidance
for such a delimitation, and because no systematic advantage seems to be
gained by drawing some arbitrary dividing line. For these reasons, we
refrain from laying down stipulations prohibiting partial self-explanation.

The conditions laid down in (7.5) fail to preclude yet another
unacceptable type of explanatory argument, which is closely related to
complete self-explanation, and which will have to be ruled out by an ad-
ditional stipulation. The point is, briefly, that if we were to accept (7.5)
as a definition, rather than merely as a statement of necessary conditions,
for potential explanation, then, as a consequence of (7.6), any given par-
ticular fact could be explained by means of any true lawlike sentence

whatsoever. More explicitly, if E is a true singular sentence—say, “Mt.
Everest is snowcapped”,—and T is a law—say, “All metals are good con-

pound expressions of L. Thus, when ‘S’ and “T” are names or name variables for sen-
tences m L, their conjunction and disjunction will be designated by ‘S.T” and ‘SvT’, re-
spectively; the conditional which has $'as antecedent and 7 as consequent will be desig-
nated by ‘SO T, and the denial of S by ‘~8". (Incidentally, this convention has already
been used, tacitly, at one place in norte 28).

81 The characteristic here referred to as partial self-explanation has to be distin-
Fuishcd from whar is sometimes called the circularity of scientific explanation. The
atter phrase has been used to cover two entirely different ideas. (a) One of these is the
contention that the explanarory principles adduced in accounting for a specific phe-
nomenon are inferred trom that phenomenon, so that the entire explanatory process is
circular. This belief is false, since general laws cannot be inferred from singular sen-
tences. (b) It has also been argued that in a sound explanation the content of the ex-
P]annndum is contained in that of the explanans. That is correer since the explanandum
15 a logical cnnsmfucncc of the explanans; but this peculiarity does not make scientific
explanation trivia ly circular since the general laws occurring in the explanans go far
beyond the content of the specific explanandum. For a fuller discussion of the circulariry
nlhiccrinn, see Feigl, | Operationism |, pp- 286 ff., where this issue is dealt with very
clearly.
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ductors of heat”,—then there exists always a true singular sentence € such
that E is derivable from T and C, but not from C alone; in other words,
such that (7.5) is satisfied. Indeed, let T, be some zu'lnrr:n.'lly chosen par-
ticular instance of T, such as “If the Eiffel Tower is metal, it is a good con-
ductor of heat”. Now since E is true, so is the conditional T, D E, n.n.d if
the latter is chosen as the sentence C, then T, C, E satisfy the conditions
laid down in (7.5). _ ‘

In order to isolate the distinctive characteristic of this specious type
of explanation, let us examine an especially simple case of the ol)jectl()‘n:,ll)lc
kind. Let T, = ‘(x)P(x)’ and E, = ‘R(a, b)’; then the‘sent.ence C,‘: P(a)
D R(a, b)’ is formed in accordance with the precedmg‘mstructmns,. an‘d
T,, C,, E, satisfy the conditions (7.5). Yet, as the precedm‘g example x‘llus-'
trates, we would not say that (T, C,) constitutes a potential explanans f (.n
E,. The rationale for the verdict may be stated as follows: If the thcm{v
T, on which the explanation rests, is actually true, tl}en the sentence C,
which can also be put into the form ‘~ P(a)vR(u, b)’, can be verified, f)r
shown to be true, only by verifying ‘R(4, b)’, 1.e., E]: 11_1 th}s brom'icr sense,
E, is here explained by itself. And il_ldeed, the Peculmrlty just pou.1rc'd‘ (‘)ut‘
clearly deprives the proposed potentla! explam-mon for _E 2 (?f the PlC(lI(..CIV(:
import which, as was noted in Part ], is essen'tlal for scnentlﬁcj explnr1:1t|-()nl.
E, could not possibly be predicted on the basis of T, and C, since the t ut..\
of C* cannot be ascertained in any manner which does not u?cludc_ veri-
fication of E,. (7.5) should therefore be supplemented by a stipulation to
the effect that if (T, C) is to be a potential exp!anan§ for E, then th‘c ns-‘
sumption that T is true must not imply that verification of C necessitates
verification of E.?? ' ' |

How can this idea be stated more precisely? Study of an 1llu‘strat10n will
suggest a definition of verification for mnlecgiar sentences. .'l ht't ﬁcntincf.
M ="*(~ P(a)-Q(a))vR(a, b)’ may be verified m‘rwn dlt’Tmcnt' ways,
either by ascertaining the truth of the two sentences ‘~ P(a)" and ()f(a]) ,
which jE:int]v have M as a consequence, or by establishing the t.rurh of t l{‘;
sentence ‘R(Ja, b)’, which, again, has M as a consequence. Let us say that !
is a basic sentence in L if S is either an atomic sentence or the denial of an
atomic sentence in L. Verification of a molecular sentence S may rl.\cn be
defined generally as establishment of the truth uf some class nf basic sen-
tences which has S as a consequence. Hence, thﬁ: intended addltlfln:ﬂ stipu-
lation may be restated: The assumption that 7" is true must not imply lh:“.
every class of true basic sentences which has C as a consequence also has
Easa consequence. o . el e

As brief reflection shows, this stipulation may be expressec !nlit'\c
following form, which avoids reference to truth: 7 must be compatible I‘Il

32 [t is important to distingqish c]crl‘rly .l)ctwccn the f()llnwil'\g twn (l\;\ ”(:l)ml'fhl‘.

is true then C cannot be true without E being true; and (b) If T is true, ¢ cam

verified without £ being verified.—Condition (1) must be satisfied l'v.v':||;y_f|»2’.lll.-|(u‘;nliq('x(;
slanation: the much more restrictive condition (b) must not be satishied i ) i

Lc a potential explanans for .
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L with at least one class of basic sentences which has C but not E as a con-
sequence; or, equivalently: There must exist at least one class of basic
sentences which has C, but neither ~ T nor E as a consequence in L.

If this requirement is met, then surely E cannot be a consequence of
C, for otherwise there could be no class of basic sentences which has C
but not E as a consequence; hence, supplementation of (7.5) by the new
condition renders the second stipulation in (7.5) (2) superfluous.—We
now define potential explanation as follows:

(7.8) An ordered couple of sentences (T, C), constitutes a potential ex-
planans for a singular sentence E if and only if the following conditions are
satisfied:

(1) T isessentially generalized and C is singular

(2) Eisderivable in L from T and C jointly

(3) T is compatible with at least one class of basic sentences which

has C but not E as a consequence.

The definition of the concept of explanans by means of that of potential
explanans as formulated in (7.6) remains unchanged.

In terms of our concept of explanans, we can give the following inter-

pretation to the frequently used phrase “this fact is explainable by means
of that theory””:

(7.9) A singular sentence E is explainable by a theory T if there exists a
singular sentence C such that (7T, C) constitutes an explanans for E.

The concept of causal explanation, which has been examined here, is
capable of various generalizations. One of these consists in permitting T
to include statistical laws. This requires, however, a previous strengthening
of the means of expression available in L, or the use of a complex theoretical
apparatusin the metalanguage.—On the other hand, and independently of the
admission of statistical laws among the explanatory principles, we may re-
place the strictly deductive requirement that E has to be a consequence of
T and C jointly by the more liberal inductive one that E has to have a high
degree of confirmation relatively to the conjunction of T and C. Both of
these extensions of the concept of eyplanation open important prospects
and raise a variety of new problems. In the present essay, however, these
issues will not be further pursued.

BIBLIOGRAPHY

Throughout the article, the abbreviated titles in brackets are used for reference.

Beard, Charles A., and Hook, Sidney. [Terminology] Problems of terminology
in historical writing. Chapter 1V of Theory and practice in historical study:
A report of the Committee on Historiography. Social Science Research
Council, New York, 1946.

Bergmann, Gustav. | Emergence] Holism, historicism, and emergence. Philoso-
phy of science, vol. 11 (1944), Pp- 209-221.

THE LOGIC OF EXPLANATION 351

i i icle in P. L. Harriman, ed.,
G. [Semantics] Semantics, language. A1.1 artic]
Bonffll};lt: ’enC)Ecleopedia of psychology. Philosqphlcal Library, New York, 1946.
Broad, C. D. [Mind] The mind and its place in nature. New York, 1925. .
Carnal’) Rudolf. [Semantics] Introduction to semantics. Harvard University

PreSS., [II%‘tizx'lctive Logic] On inductive logic. Philosophy of science, vol. 12

(194.5 )[,Cpopr;c‘;;;g{- The two concepts of probability. Philosophy and phe-
m}m?Tgﬁlii;:liszé{f::ﬂ?k‘;gﬁsirft;:fitsi():u‘npapr;ds éggéi.zi’iﬁiom phy and phenom-
mai?ﬁ?}fpﬁéi?ﬂfﬁ]‘ ‘8111‘ téhé Ia(;;}[?l)ir‘cft}i}c;rf ?)T?Séhctive logic. Philosophy and
i e ooal] ‘ot comeatyro-faex conditional. Mind,
Chufco}z: ?15336)[’121;139;;;, for;n:_ﬂ. Anl ?rtii.c}fil;i::qangﬁ?\::tY%ﬂE{uﬁ)T;‘,Cd'
Duc;l.:;lletj glcltlj?Igl::azgﬁ?qﬁgiganlag:j:?igf:éfllr}mm,anci teleology. The jour-
Fcig;fa{-{z{)sr}sz[}g;ég:ciz?)li;;:’] ((1)?;:);‘:)1;:1221;151?3!3:?1::;1;;& method. Psychologi-
Goog‘:fgrif‘ﬁf.l!s;:.l-[gu(e[rg:ﬁsk zrlj'e;;t)c:;?o?lﬁrma;}ion. '-Tbe journal of philoso-

: L. 1946), pp- 383-385. .. S
phy’.leCo?.tg;lt(er%:ctuz?lg’]. The problem of counterfactual conditionals. T'he

jonr; i hy, vol. 1947), pp- 113-128, . “
Jomm[llg{iﬁili(i);so]p(gf; ‘isﬁr‘:ﬁifies of c?mﬁrmatian theory. Philosophy and
o logical research, vol. 8 (1947), pp- 149-151. .
Grciﬁg;ﬂagﬁ:?aigc{bg)ppcnheim, Paul. [Gestaltbegriff] Der Gcstaltbt?gréﬂ 1n_\
Liél;tc der neuen Logik. Erkenntnis, vol. 7 (1937-38), pp- 211-225 and 357

T i i ical Analysis of
i L m, Paul. [Functional Whole] Lt_)gma \naly
Grd‘l‘g%;tl':lg‘l"ta:q‘dl:3122‘:}?1};?1“‘}101&“. IErcprintcd for distribution at Fifth Inter-
nat. Congress for the Unity of Science, C;_\r_nbndge, Mass.“ u;i}?l. i o
Helmer, Olaf and Oppenheim, Paul. [Pml::_ab;h!:y] A syntactica ' 37 ?_1 1! b
pro‘bability and of degree of confirmation. The journal of symbolic logic,

. 25-60. ) . o
Hemvpocli 1815;%5 }[‘lelivs?"rhe function of general laws in history. The jou: nal

i hy, vol. 1942), Pp- 35-48. . . .
ul plfff%iiﬁigs]vl%tug?es( ir?-}thr: Fl}(?gic of confirmation. Mind, vol. 54 (1945);

art I: pp. 1—26, Part 1I: pp. 97-121. N N

Hem}:::clit C:EF G. and Oppenheim, Paul. [Degree] A definition of “degree of
COH‘EI‘IIIQTi(ln',' Philosophy of science, vol. 12 (1945), pp- ()Bi—l 15.; -

Henle, Paul. [Emergence] The status of emergence. The journa of philosophy,

2 ), pp- 486-493. ) . . |
Hm;c?rl-s 3'?(1;:1:1?4[1F_tlf)’l}angti::] On explanation. The journal of philosophy, vol.

1946), pp- 337-350- ) _ RO ; )
I-luli‘ﬁ(‘(l‘ul‘)lj ‘I).. l['}V:'.-ri:blcs] The problem of intervening variables in molar be
fmvinr theory. Psychelogical review, yul. 50 (19-}3), pp- 273-291.
s ]’rin(‘iplcs] Principles of behavior. New \n_rlc, 1043, .
Jevons, W. Stanley. [Principles] The principles of science. London, 1924. (1
| .d‘ i3 ') -] VL YOS s
l("luftlnnnn?‘}l“clix. [Methodology] Methodology of the social sciences. New

York, 1944. . . T P A
Knight l‘:r'lnk H. [Limitations} The limitations of scientific method in eco
, e .



3§52 SCIENTIFIC EXPLANATION

nomics. In Tugwell, R., ed., The trend of economics. New York, 1924,
Koch, Sigmund. [Motivation] The logical character of the motivation concept,
Psychological review, vol. 48 (1941). Part I: pp- 15-38, Part II: pp. 1279-154.
Langford, C. H. [Review] Review in The journal of symbolic logic, vol, 6
(1941), pp. 67-68.

Lewis, C. L. [Analysis] An analysis of knowledge and valuation. La Salle, 111,
1946.

McKinsey, J. C. C. [Review] Review of Helmer and Oppenheim [Probability].
Mathematical reviews, vol. 7 (1946), p. 45.

Mill, John Sruart. [Logic] A system of logic.

Morgan, C. Lloyd. Emergent evolution. New York, 1923,

—— The emergence of novelty. New York, 1933.

Popper, Karl. [Forschung] Logik der Forschung. Wien, 1935.

— [Society] The open society and its enemies. London, 1045.

Reichenbach, Hans. [Logic] Elements of symbolic logic. New York, 1047.

. [Quantum mechanics] Philosophic foundations of quantum mechan-
ics. University of California Press, 1944.

Rosenblueth, A., Wiener, N., and Bigelow, ]. [Teleology] Behavior, Purpose,
and Teleology. Philosophy of science, vol. 10 (1043), pp. 18-24.

Stace, W. T. [Novelty] Novelty, indeterminism and emergence. Philosophical
review, vol. 48 (1939), pp. 206-310.

Tarski, Alfred. [Truth] The semantical conception of truth, and the founda-
tions of semantics. Philosophy and phenomenological research, vol. 4
(1944), pPp- 341-376. ) )

Tolman, Edward Chase. [Behavior] Purposive behavior in animals and men.
New York, 1932.

White, Morton G. [Explanation] Historical explanation. Mind, vol. 52 (1943),

. 212-229.

V\’ocﬁg)ger, J. H. [Principles] Biological principles. New York, 1920.

Zilsel, Edgar. [Empiricism] Problems of empiricism. In International encyclo-
pedia of unified science, vol. 11, no. 8. The University of Chicago Press,
1941.

. [Laws] Physics and the problem of historico-sociological laws. Phi-
losophy of science, vol. 8 (1941), PP- 567-579.

-



