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inductive, nonconjunctiveness presents itself as an inevitable aspect of it, and
thus as one of the fundamental characteristics that set I-S explanation apart
from its deductive counterparts.

4. THE CONCEPTS OF COVERING-LAW EXPLANATION AS
EXPLICATORY MODELS

4.1 GeENERAL CHARACTER AND INTENT OF THE MoDELs. We have by now dis-
tinguished three basic types of scientific explanative: deductive-nomological,
inductive-statistical, and deductive-statistical. The first of these is often referred
to as the covering-law model or the deductive model of explanation, but since
the other two types also involve reference to covering laws, and since one of
them is deductive as well, we will call the first more specifically the deductive-
nomological model; analogously, we will speak of the others as the inductive-
statistical and the deductive statistical models of explanation.

Asis made clear by our earlier discussions, these models are not meant to de-
scribe how working scientists actually formulate their explanatory accounts.
Their purpose is rather to indicate in reasonably precise terms the logical
structure and the rationale of various ways in which empirical science answers
explanation-secking why-questions. The construction of our models therefore
involves some measure of abstraction and of logical schematization.

In these respects, our concepts of explanation resemble the concept, or
concepts, of mathematical proof (within a given mathematical theory) as
construed in metamathematics. Let us note the principal points of resem-
blance.

In cither case, the models seck to explicate the use and function of certain
“explicandum” terms—‘proof” and its cognates in one case, ‘explanation’ and
its cognates in the other. However, the models are selective; they are not meant
to illuminate all the different customary uses of the terms in question, but only
certain special ones. Thus, metamathematical proof theory is concerned only
with the notion of proof in mathematics. To put the theory forward is not to
deny that there are other contexts in which we speak of proofs and proving,
nor is it to assert that the metamathematical concepts are relevant to those
CONteXts.

Similarly, to put forward the covering-law models of scientific explanation
is not to deny that there are other contexts in which we speak of explanation,
nor is it to assert that the corresponding uses of the word ‘explain’ conform to
one or another of our models. Obviously, those models are not intended to
reflect the various senses of ‘explain’ that are involved when we speak of
explaining the rules of a contest, explaining the meaning of a cunciform in-
scription or of a complex legal clause or of a passage in a symbolist poem,



Aspects of Scientific Explanation [413]

explaining how to bake Sacher torte or how to repair a radio. Explicating the
concept of scientific explanation is not the same thing as writing an entry on
the word ‘explain’ for the Oxford English Dictionary. Hence to deplore, as one
critic does, the “hopelessness” of the deductive-nomological model on the
ground that it does not fit the case of explaining or understanding the rules
of Hanoverian succession? is simply to miss the intent of the model. And it is
the height of irrelevance to point out that the deductive-nomological model
presupposes that explanations are formulated in a “descriptive language,”
whereas “there are clearly cases where we can explain without language, c.g.,
when we explain to the mechanic in a Yugoslav garage what has gone wrong
with the car.”? This is like objecting to a metamathematical definition of proof
on the ground that it does not fit the use of the word ‘proof” in ‘the proof of the
pudding is in the eating’, nor in ‘86 proof Scotch’. Wordless gesticulation
intended to indicate to a Yugoslav mechanic what is wrong with the car indeed
does not qualify as scientific explanation according to any of our models; but
that is as it should be, for a construal of scientific explanation that did admit
this case would thereby show itself to be seriously inadequate.

In support of the idea that all these different uses of the word ‘explain’
should be encompassed by an adequate analysis of explanation, Scriven has
argued that they all have the same “logical function,” about which he remarks:
“the request for an explanation presupposes that something is understood, and a
complete answer is one that relates the object of inquiry to the realm of under-
standing in some comprehensible and appropriate way. What this way is
varies from subject matter to subject matter. .. ; but the logical function of
explanation . . . is the same in each field.”® But while the opening remark of
this passage may well apply to many different kinds of explanation, neither
it nor the rest of Scriven’s remarks on the subject concern what could properly
be called a logical aspect of explanation. Indeed, such expressions as ‘realm of
understanding’ and ‘comprehensible’ do not belong to the vocabulary of
logic, for they refer to the psychological or pragmatic aspects of explanation.
We will consider these aspects in the next section and will see that when
construed as observations about the pragmatics rather than the logic of expla-
nation, characterizations such as Scriven’s are quite relevant.

But the different ways of explaining contemplated by Scriven certainly
cannot be said to have the same logical function. For, first, even the linguistic

1. Scriven (1959), p. 452.

2. Scriven (1962), p. 192. That such objections are irrelevant has been stressed also by
Brodbeck (1962), p. 240. Some perceptive and stimulating comments on this issue and on
other aspects of “the quarrel about historical explanation” will be found in Weingartner’s
article (1961).

3. Scriven (1962), p. 202, Italics the author’s.
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means which serve to indicate the subject matter of different kinds of explan-
ation are of different logical character. For example, when an explanation is
to indicate the “meaning” of a literary passage, a symbol, a work of art, and
the like, the explanandum will be specified by means of a noun-phrase (‘the
ampersand sign’, ‘the first sentence of Genesis’, ‘the swastika’); whereas ex-
planations of the kind we have been considering are concerned with facts,
occurrences, events, uniformities—any one of which is properly characterized
by means of a sentence (which appears as the explanandum-sentence in our
schemata). Secondly, the problem of specifying meanings and that of stating
the “causes” of an occurrence or perhaps the reasons for which an action was
done surely are of different logical character; and the adequacy of the solutions
proposed in each case must be Jjudged by quite different criteria. The differences
between the tasks to be accomplished by these and other kinds of explanation
lie, in fact, precisely in differences between the logical structure of the corres-
ponding kinds of explanation.

From the selectiveness of explicatory models of proof and of explanation
let us now turn to another common feature. Metamathematical proof theory
is not intended to give a descriptive account of how mathematicians formulate
their proofs. Indeed the formulations that mathematicians actually offer will
usually depart to some extent from that called for by rigorous and, as it
were, “ideal” metamathematical standards. Yet those standards may be said
to exhibit the logical structure and the rationale of mathematical demonstration
and to provide criteria for the critical appraisal of particular proofs that might
be proposed.

A proposed proof may then be found to depart from a given theoretical
standard only in inessential ways; for example, by omitting as obvious certain
intermediate steps in the argument; or by failing to mention certain premises,
which are taken to be understood, and which can be specified explicitly if the
need should arise. In such cases, we might say that the proof is elliptically
Jormulated. On the other hand, the shortcomings may be crucial, as in the various
proofs of the postulate of the parallels on the basis of the other postulates of
Euclidean geometry.

In addition to providing standards for critical appraisal, the construction of
rigorous concepts of mathematical proof has permitted the development of a
powerful theory which has yielded far-reaching and often quite unexpected
results concerning provability, decidability, and definability in mathematical
systems of specified kinds.

Analytic models of scientific explanation, I think, can serve similar purposes,
if on a much more modest scale. As for the possibility of general systematic
developments, we might mention, for example, the results established by
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Ramsey and by Craig* concerning the role and the possible dispensability, in
the context of scientific explanation, of principles ostensibly referring to
unobservable “theoretical” entities. These results, and whatever insight they
convey into the logic of scientific procedure, could be achieved only by refer-
ence to a precisely formulated, and to some extent schematic, conception of

scientific explanation.

4.2 VARIETIES OF EXPLANATORY INCOMPLETENESS

4.2.1 Elliptic Formulation. Like a proposed mathematical proof, a proposed
explanation may be elliptically formulated. When we explain, for example,
that a lump of butter melted because it was put into a hot frying pan, or that
a small rainbow appeared in the spray of a lawn sprinkler because sunlight
was reflected and refracted in the water droplets, we may be said to be offering
elliptic versions of D-N explanations. Accounts of this kind forego mention of
certain laws or particular facts that are tacitly taken for granted, and whose
explicit inclusion in the explanans would yield a complete D-N argument.
An elliptically formulated explanation may be said to be incomplete, but in a
rather harmless sense.

4.2.2 Partial Explanation. Often, however, explanatory accounts exhibit a
more serious kind of incompleteness. Here, the statements actually included in
the explanans, even when supplemented by those which may reasonably be
assumed to have been tacitly taken for granted in the given context, account
for the specified explanandum only partially, in a sense I will try to indicate by
an illustration.

In his Psychopathology of Everyday Life, Freud offers this description and
explanation of a slip of the pen:

On a sheet of paper containing principally short daily notes of business interest,
I found, to my surprise, the incorrect date “Thursday, October 20th,” bracketed
under the correct date of the month of September. It was not difficult to explain
this anticipation as the expression of a wish. A few days before, I had returned fresh
from my vacation and felt ready for any amount of professional work, but as
yet, there were few patients. On my arrival, I had found a letter from a patient
announcing her arrival on the twentieth of October. As I wrote the same date in
September, I may certainly have thought, “X ought to be here already; what a
pity about that whole month!” and with this thought, I pushed the current date
a month ahead.?

Clearly, this formulation of the intended explanation is elliptical in the

4. See Ramsey (1931), pp. 212-15, 231; and Craig (1956). Cf. also the discussion of these
results in Hempel (1958), section 9.
5. Freud (1951), p. 64.
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sense considered a moment ago; for it does not mention any laws or theoretical
principles in virtue of which the subconscious wish, and the other particular
circumstances referred to, could be held to explain the slip in question. However,
the theoretical ideas that Freud proposes for the interpretation of such lapses
strongly suggest that his explanation is governed by a general hypothesis to the
effect that when a person has a strong, though perhaps subconscious, wish, then
if he commits a slip of pen, tongue, or memory, the slip will take a form in
which it expresses, and perhaps symbolically fulfills, that wish.

Even this vague statement is no doubt more definite than what Freud would
have been willing to assert; and perhaps, despite Freud’s deterministic leanings,
it would be more appropriate to conceive of the key hypothesis as being of
statistical form, and to regard the proposed explanation as probabilistic. But
for the sake of the argument, let us take the hypothesis as stated and incorporate
it into the explanans, together with particular statements to the effect that
Freud did have the subconscious wish he mentions, and that in fact he was
going to commit a slip of the pen. Even then, the resulting explanans enables
us to infer only that the slip would take some form or other that would express,
and perhaps symbolically fulfill, Freud’s subconscious wish; but the explanans
does not imply that the slip would take the specific form of writing “Thursday,
October 20,” on the calendar, next to the corresponding date for September.

But inasmuch as the class, say F, of slips taking this latter form is a proper
subclass of the class, say W, of those slips of the pen which in some way express
and perhaps symbolically fulfill the specified wish, we might say that the ex-
planandum as described by Freud—i.., that he made a slip falling into the class
F—is explained at least in part by this account, which places the slip into the
wider class 7. Arguments of this kind might be called partial explanations.
Many of the explanatory accounts offered in the literature of psychoanalysis®
and of historiography are at most partial explanations in this sense: the ex-
planans does not account for the explanandum-phenomenon in the specificity
with which it is characterized by the explanandum-sentence, and thus, the
explanatory force of the argument is less than what it claims or appears to be.

I think it is important and illuminating to distinguish such partial expla-
nations, however widely they may be offered and accepted, and however fruitful
and suggestive they may prove, from what might be called deductively complete
explanations, i.e., those in which the explanandum as stated is logically implied
by the explanans; for the latter do, whereas the former do not, account for the
explanandum phenomenon in the specificity with which the explanandum

6. This holds true, I think, for the many, often highly suggestive, explanatory analyses
included in Freud’s Psychopathology of Everyday Life.
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sentence describes it.” An explanation that conforms to the D-N model is,
therefore, automatically complete in this sense; and a partial explanation as we
have characterized it always falls short of being a D-N explanation.

In a statistical explanation, the explanans does not logically imply the ex-
planandum. Are we then to qualify all such explanations as incomplete: Dray
raises this question when he asks whether “an event can be completely explained
(although perhaps in a different sense) without subsuming it under a universal
law licensing its deduction, and consequently without showing that it had to
happen.”® The answer that statistical explanations are deductively incomplete
would be an uninteresting truism. As is suggested by Dray’s clause “‘although
perhaps in a different sense”, we are, rather, faced with the question whether
the notion of explanatory completeness, which so far has been defined only
in reference to proposed D-N explanations, might reasonably be broadened
50 as to become applicable also within the domain of probabilistic explanation.
It seems inadvisable to construct an extended concept of explanatory complete-
ness in such a way as to qualify all statistical explanations as incomplete. For
this qualification carries with it connotations of a deficiency, and surely, we
cannot regard statistical explanations simply as unsuccessful D-N explanations:
they constitute an important type of explanation in their own right. To be sure,
the early explanatory uses of statistical laws and theories, for example in
nineteenth century physics, were often propounded in the belief that the micro-
phenomena involved in the physical processes under study were all subject to
strictly universal laws, and that the use of statistical hypotheses and theories
was made necessary only by limitations in our ability individually to measure
all those micro-phenomena, and then to perform the vast and complex com-
putations that would be required to account for a given physical phenomenon
in full microscopic detail. But this idea has gradually been abandoned: in certain

7. A partial explanation may evidently be more or less weak, depending on how much
more extensive is the class within which the explanans places the given case (W in our illus-
tration) as compared with the class to which the explanandum-sentence assigns it (F in our
case). Furthermore, while some partial explanations are no doubt illuminating and suggest
further research that might lead to a fuller explanatory account, there are other arguments
that completely lack such merit even though they bear a formal resemblance to our illus-
tration, and might for that reason be qualified as partial explanations. Suppose, for example,
that bis F and also G, and that we have a D-N explanation of b being F. Then (save for
certain trivial exceptions) the explanans of the latter will automatically afford a basis for a
partial explanation of b being G; for it implies that b is F and hence that b is F or G: and the
class characterized by ‘F or G’ contains G as a proper subclass. But I am not concerned here
to explore the conditions under which partial explanations may prove fruitful; I simply
wish to call attention to the fact that many explanatory accounts offered in the literature
of empirical science have the formal characteristics of partial explanations, and that, as a
consequence, they overstate the extent to which they explain a given phenomenon.

8. Dray (1963), p. 119.
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areas of physics, such as quantum theory, laws of statistical form have come to
be accepted as basic laws of nature. And whatever the future of scientific theo-
rizing may hold in store, this development clearly reflects the realization that
logically, statistical explanation is quite independent of the assumption of strictly
universal laws and thus constitutes a mode of explanation sui generis. All this
strongly suggests that under a reasonable extension of the idea of explanatory
completeness, any explanation conforming to our statistical model should
qualify as formally complete, for it assigns to the explanandum event described
by the explanandum statement (or, more properly, to the explanandum state-
ment itself) the logical probability called for by the logical relation between
the explanans and explanandum statements. In this respect, such a statistical
explanation is analogous to one which conforms to the D-N model, and which
thus correctly claims that the explanandum is implied by the explanans (and
hence has the logical probability 1 relative to the latter). In the light of this
analogy, a proposed statistical explanation should be qualified as partial if the
explanans confers the specified probability, not upon the explanandum sentence
actually stated, but upon a weaker one related to it in the manner illustrated by
our example from Freud. The idea may be illustrated very schematically by
reference to that same example. Suppose that the general law we tentatively
formulated as the presumptive basis of Freud’s explanation were construed
instead as a statistical law to the effect that in the presence of a strong though
perhaps subconscious wish, the statistical probability is high that if a slip of the
pen is committed it will take a form which expresses and perhaps symbolically
satisfies that wish. Then Freud’s account—now construed as claiming that the
explanatory information adduced confers a high logical probability upon the
explanandum  statement—would count as a partial statistical explanation;
for the explanans confers a high probability, not upon the statement that the
particular slip fell within the class F defined earlier, but upon the weaker state-
ment that the slip belonged to the class .

4.2.3 Explanatory Incompleteness vs. Overdetermination. The considerations just
presented are relevant also to the problem illustrated by the following example:®
Suppose that rod r, made of copper (C ), is simultaneously subjected to heating
(H r) and to longitudinal stress (S r), and that, in the process, the rod lengthens
(L ). Then it is possible to formulate two different arguments, each of which
9. I am much indebted to my collegue at Princeton, Professor Arthur Mendel, of the
Department of Music, who put to me some searching questions which made me aware of
the problem here considered. In his paper (1962) Mendel takes as his point of departure
a concrete problem in the history of music and by reference to it develops some illuminating

general ideas concerning, among other things, the significance of the covering-law models
for the explanatory objectives of the historian.
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constitutes, by the standards we have suggested, a D-N explanation of why
the rod lengthened. One of them will be based on the law that copper rods
lengthen when heated; the other, on the law that copper rods lengthen when
stressed. Schematically:

(x) [([Cx-Hx)> Lx] (x) [([Cx-Sx)D L«
Cr-Hr Cr-Sr
Ly Ly

It might be objected that—even granting the truth of all the premises—both
accounts are unacceptable since they are “incomplete”: each neglects one of
the two factors that contributed to the lengthening. In appraising the force of
this objection it is again important to be clear about just what is to be explained.
If, as in our example, this is simply the fact that Lz, i.c., that r lengthened, or
that there was some increase in the length of 7, then, I think, either of the two
arguments conclusively does that, and the charge of incompleteness is ground-
less. But if we wish to account for the fact that the length of the rod increased
by so and so much, then clearly neither of the two arguments will do; for we
would have to take into account both the temperature increase and the stress,
and we would need quantitative laws governing their joint effect on the length
of a copper rod. Such common locutions as ‘explaining the increase in the
length of a metal rod” have to be handled with care: they are ambiguous in
that they refer to at least the two quite different tasks here distinguished.

Adopting a term that is often used in psychoanalytic theorizing, we might
say that an event is overdetermined if two or more alternative explanations with
nonequivalent explanans-sets are available for it. Thus, the occurrence of some
lengthening in the copper rod r constitutes a case of explanatory overdetermin-
ation in virtue of the availability of the alternative explanations mentioned
above. In this example, the alternative explanations invoke different laws (and
consequently some different statements concerning particular facts). In another,
perhaps less interesting, kind of situation which under our definition would
likewise qualify as explanatory overdetermination, the alternative explanations
rest on the same laws, but adduce different particular circumstances'®. For
example, the state of a deterministic physical system at time ¢ can be explained,
with the help of the relevant laws, by specifying the state of the system at any
earlier time; potentially this permits infinitely many alternative explanations
no two of which have logcially equivalent explanans-sets.

A problem that bears a certain resemblance to the one just considered has

10. On this point, ¢f. the remarks in Braithwaite (1953), p. 320.
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been raised by Scriven, who illustrates it by the following example: In order
to explain how a certain bridge came to be destroyed in wartime, “we could
appeal to the law ‘whenever an atom bomb is released accurately above a
bridge and explodes with full force, the bridge is destroyed’, plus the appro-
priate antecedent conditions.” But it may also “be the case that whenever
1000 kilograms of dynamite are detonated on the main span of such a bridge
it will be destroyed, and that the underground movement has applied just this
treatment to this bridge with the attendant destruction occurring between the
release and the arrival of the atomic bomb.” Scriven holds that this invalidates
the bomb explanation, “which cannot account for other features of the event,
in this case the time of the destruction.” He concludes that in order to rule out
such explanations we must impose the requirement of total evidence, even on
D-N explanations, in a more specific form which requires “that an explanation
be acceptable for a phenomenon only so long as no facts are known about the
circumstances surrounding the occurrence of the phenomenon which the
explanation cannot accommodate.”t

But surely the bomb explanation in Scriven’s example is unacceptable
because its explanans requires the assumption that when the pressure wave of
the bomb reached the place in question, there was a bridge there that could be
destroyed—an assumption that is false, since at that time the span had already
been wrecked by dynamite. Hence, the contemplated bomb explanation is
false in the sense specified in section 2, and no additional requirement is needed
to disqualify it or other accounts of this kind.

Besides being unnecessary, the specific requirement Scriven suggests in
order to rule out the bomb explanation and its likes is, I think, vastly too strong
to be tenable. For neither in scientific research nor inour practical pursuitsdo we
require of an acceptable explanation that it accomodate everything we know—
or believe we know—about the facts surrounding the explanandum pheno-
menon. In the case of the bridge, for example, these facts may include a great
deal of information about the shape, size, and location of the fragments after
the destruction; perhaps the identities of the dynamiters; their objectives; and
many other things. Surely we do not require that all of these details must be
accounted for by any acceptable explanation of “how the bridge came to be
destroyed.”

Finally, the condition proposed by Scriven has nothing whatever to do
with the requirement of total evidence; in particular, it is not a “more specific”
version of it. And Scriven’s contention that some such condition must be
imposed even on explanations of deductive form because they do not automati-

11. Scriven (1962), pp. 229-30. See also a brief remark, which seems to have the same
intent, in Scriven (1963a), pp. 348-49.
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cally satisfy the requirement of total evidence®? overlooks the straightforward
proof to the contrary.!

4.2.4 Explanatory Incompleteness and *“Concrete Events”. A scientific explanation,
we noted earlier, may be regarded as a potential answer to a question of the
form “why is it the case that p2’, where the place of p’ is occupied by an empirical
sentence detailing the facts to be explained. Accordingly, both the deductive-
nomological and the statistical models of explanation characterize the ex-
planandum-phenomenon by means of a sentence, the explanandum-sentence.
Take, for example, the explanation of individual facts such as that the length
of a given copper rod r increased during the time interval from 9.00 to 9.01
A.M., or that a particular drawing d from a given urn produced a white ball:
here the explanandum phenomena are fully described by the sentences ‘the
length of copper rod r increased between 9.00 and 9.01 A.m.” and ‘drawing d
produced a white ball’. And only when understood in this sense, as fully
describable by means of sentences, <an particular facts or events be amenable
to scientific explanation.

But the notion of an individual or particular event is often construed in
quite a different manner. An event in this second sense is specified, not by means
of a sentence describing it, but by means of a noun phrase such as an individual
name or a definite description, as, for example, ‘the first solar eclipse of the
twentieth century’, ‘the eruption of Mt. Vesuvius in A.D. 79’, ‘the assassination
of Leon Trotsky’, ‘the stock market crash of 1929. * For want of a better
terminology, individual events thus understood will be referred to as concrete
events,'* and facts and events in the first sense here considered will be called
sententially characterizable, or briefly, sentential facts and events.

The familiar question of whether individual events permit of a complete
explanation is no doubt inspired to a large extent by the conception of an
individual event as a concrete event. But what could be meant, in this case, by
a complete explanation? Presumably, one that accounts for every aspect of the

12. Scriven (1962), p. 230.

13. Inadeductively valid argument, the premises constitute conclusive grounds for asserting
the conclusion; and whatever part of the total evidence is not included in the premises is ir-
relevant to the conclusion in the strict sense that if it were added to the premises, the re-
sulting set of sentences would still constitute conclusive grounds for the conclusion. Or,
in the terminology of inductive logic: the logical probability which the premises of a D-N
argument confer upon the conclusion is 1, and it remains 1 if part or all of the total evidence
is added to the premises.

14. T do not wish to suggest that the notion of concrete event here adumbrated is en-
tirely clear; in particular, I do not know how to formulate a necessary and sufficient con-
dition of identity for concrete events. Gibson’s perceptive observations on‘“What is Explained,”
in (1960), pp. 188-190, are highly relevant to the issues we are about to examine here.
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given event. If that is the idea, then indeed no concrete event can be completely
explained. For a concrete event has infinitely many different aspects and thus
cannot even be completely described, let alone completely explained. For
example, a complete description of the eruption of Mt. Vesuvius in A.D. 79
would have to specify the exact time of its occurrence; the path of the lava
stream as well as its physical and chemical characteristics—including tempera-
tures, pressures, densities, at every point—and their changes in the course of
time; the most minute details of the destruction wreaked upon Pompeii and
Herculaneum; full information about all persons and animals involved in
the catastrophe, including the fact that the remains of such and such victims,
found at such and such places, are on display at a museum in Naples; and so
on ad infinitum. It must also mention—for this surely constitutes yet another
aspect of that concrete event—all the literature about the subject. Indeed, there
seems to be no clear and satisfactory way at all of separating off some class of
facts that do not constitute aspects of the concrete event here referred to.
Clearly, then, it is quite pointless to ask for a complete explanation of an in-
dividual event thus understood.

In sum, a request for an explanation can be significantly made only con-
cerning what we have called sentential facts and events; only with respect to
them can we raise a question of the form ‘why is it the case that p?’. As for
concrete events, let us note that what we have called their aspects or character-
istics are all of them describable by means of sentences; each of these aspects,
then, is a sentential fact or event (e.g., that the eruption of Mt. Vesuvius in
A.D. 79 lasted for so many hours; that it killed more than 1000 persons in
Pompeii, and so on); with respect to such particular aspects of a concrete event,
therefore, the question of an explanation can significantly be raised. And
clearly, when we speak of explaining a particular event, such as the abdication
of Edward VIII, we normally think only of certain aspects of the event as being
under scrutiny; what aspects are thus meant to be singled out for explanatory
attention will depend on the context of the inquiry.s

Though the issues here touched upon are perhaps discussed most frequently
with special reference to historical events in their “individuality and unique-
ness,” the problems inherent in the notion of a concrete event are by no means
limited to the historian’s domain. An event such as the solar eclipse of July 20,
1963, also possesses an infinity of physical, chemical, biological, sociological,

15. As Max Weber remarks, with special reference to historical explanation: “When it

is said that history seeks to understand the concrete reality of an ‘event’ in its individuality

causally, what is obviously not meant by this. .. is that it is to ... explain causally the

concrete reality of an event in the totality of its individual qualities. To do the latter would

be not only actually impossible, it would also be a task which is meaningless in principle.”
(Weber (1949), p. 169. Italics the author’s.)



Aspects of Scientific Explanation [423]

and yet other aspects and thus resists complete description and a fortiori, com-
plete explanation. But certain aspects of the eclipse—such as the duration of its
totality, and the fact that it was visible in Alaska and subsequently in Maine—
may well be capable of explanation.

It would be incorrect, however, to summarize this point by saying that the
object of an explanation is always a kind of event rather than an individual
event. For a kind of event would have to be characterized by means of a
predicate-expression, such as ‘total solar eclipse’ or ‘volcanic eruption’; and
since this sort of expression is not a sentence, it makes no sense to ask for an
explanation of a kind of event. What might in fact be explained is rather the
occurrence of a particular instance of a given kind of event, such as the occurrence
of a total solar eclipse on July 20, 1963. And what is thus explained is definitely
an individual event; indeed, it is one that is unique and unrepeatable in view
of the temporal location assigned to it. But it is an individual sentential event,
of course: it can be described by means of the statement that on July 20, 1963,
there occurred a total solar eclipse. I agree therefore with Mandelbaum’s
rejection of Hayek’s view that explanation and prediction never refer to an
individual event but always to phenomena of a certain kind: “One would
think that the prediction of a specific solar eclipse, or the explanation of that
eclipse, would count as referring to a particular event even if it does not refer
to all aspects of the event, such as the temperature of the sun, or the effect of
the eclipse on the temperature of the earth, and the like.””16

However, given this notion of explaining a particular occurrence of a solar
eclipse or of a rainbow, etc., one can speak derivatively of a theoretical expla-
nation of solar eclipses or rainbows in general: such an explanation is then one
that accounts for any instance of an eclipse or a rainbow. Thus, the notion of
explaining particular instances of a given kind of occurrence is the primary one.

4.2.5 Explanatory Closure: Explanation Sketch. Perhaps yet another conception
of completeness might seem pertinent to the idea of explanation; we shall call
it explanatory closure. An explanatory account would be complete in this
sense if for every fact or law it invoked, it contained in turn an explanation.
In an account with explanatory closure, nothing would be left unexplained.
But completeness in this sense obviously calls for an infinite regress in expla-
nation and is therefore unachievable; to seek such completeness is to misunder-
stand the nature of explanation.

At any stage in the development of empirical science, certain (presumptive)
facts will be unexplainable; in particular, those expressed by the most funda-
mental laws or theoretical principles accepted at the time, those for which no

16. Mandelbaum (1961), p. 233.
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explanation by means of a “deeper” theory is at hand. But while unexplained,
 these ultimate principles need not be unsupported, for, as hypotheses in empiri-
cal science, they will have to be susceptible to test, and it may well be that
suitable tests have in fact provided strongly supporting evidence for them.

We have by now considered several ways in which a proposed explanation
may deviate from the standards incorporated into our analytic models. In some
cases, what is intended as an explanatory account will diverge even more
strongly from those standards. A proposed explanation, for example, which is
not explicit and specific enough to be reasonably qualified as an elliptically
tormulated explanation or as a partial one, can often be viewed as an explanation
sketch, i.e., as presenting the general outlines of what might well be developed,
by gradual elaboration and supplementation, into a more closely reasoned
explanatory argument, based on hypotheses which are stated more fully and
which permit of a critical appraisal by reference to empirical evidence.

The decision whether a proposed explanatory account is to be qualified as
an elliptically formulated deductive-nomological or statistical explanation, as
a partial explanation, as an explanation sketch, or perhaps as none of these is
a matter of judicious interpretation. It calls for an appraisal of the intent of the
given account and of the background assumptions that may have been left
unstated because they are taken to be understood in the given context. Un-
equivocal criteria of adjudication cannot be formulated for this purpose any
more than for deciding whether a given informally stated argument which
does not meet reasonably strict standards of deductive validity is to count as
nevertheless valid but enthymematically formulated, or as fallacious, or as a
sound inductive argument, or perhaps, for lack of clarity, as none of these.

Among the various respects here considered in which a proposed expla-
nation or demonstration may fall short of the logical standards incorporated
into some nonpragmatic model of explanation or proof, there are several
which can be characterized only by reference to the knowledge, interests,
intentions, and so forth of the persons who propose the arguments in question
or of those to whom they are addressed; hence, the corresponding concepts are
essentially pragmatic. This is true, for example, of the notions of enthymeme,
of elliptically formulated explanation, and of explanation sketch.

4.3 ConcLupING REMARK ON THE COVERING-LAw MoDELS. We have found,
then, that the explanatory accounts actually formulated in science and in
everyday contexts vary greatly in the explicitness, completeness, and pre-
cision with which they specify the explanans and the explanandum; accordingly,
they diverge more or less markedly from the idealized and schematized
covering-law models. But, granting this, I think that all adequate scientific
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explanations and their everyday counterparts claim or presuppose at least
implicitly the deductive or inductive subsumability of whatever is to be ex-
plained under general laws or theoretical principles.” In the explanation of an
individual occurrence, those general nomic principles are required to connect
the explanandum event with other particulars, and it is by such nomic con-
nection that the latter acquire the status of explanatory factors. In the explana-
tion of general empirical regularities, the nomic principles invoked express
more comprehensive uniformities of which those to be explained are strict
or approximate specializations. And the covering-law models represent, as far
as I can see, the basic logical structure of the principal modes of such explan-
atory subsumption.

The construal here broadly summarized is not, of course, susceptible to
strict “proof”’; its soundness has to be judged by the light it can shed on the
rationale and force of explanatory accounts offered in different branches of
empirical science. Some of the ways in which this construal of explanation may
prove illuminating have already been suggested in the course of developing the
covering-law models and characterizing their intended function; other such
ways should come into view as we proceed, and particularly when we turn,
in later sections, to an analysis of certain peculiar explanatory procedures that
seem to be at variance with the covering-law construal of explanation.

5. PRAGMATIC ASPECTS OF EXPLANATION

5.1 INTRODUCTORY REMARKS. Very broadly speaking, to explain something to
a person is to make it plain and intelligible to him, to make him understand
it. Thus construed, the word ‘explanation’ and its cognates are pragmatic terms:
their use requires reference to the persons involved in the process of explaining.
In a pragmatic context we might say, for example, that a given account 4 ex-
plains fact X to person P;. We will then have to bear in mind that the same
account may well not constitute an explanation of X for another person Py, who
might not even regard X as requiring an explanation, or who might find the

17. This ideaneedsto besharply distinguished from another one, whichIam not proposing,
namely, that any empirical phenomenon can be explained by deductive or inductive
subsumption under covering laws. The idea here suggested is that the logic of all scientific
explanations is basically of the covering-law variety, but not that all empirical phenomena
are scientifically explainable, and even less, of course, that they are all governed by a
system of deterministic laws. The question whether all empirical phenomena can be scien-
tifically explained is not nearly as intelligible as it might seem at first glance, and it calls
for a great deal of analytic clarification. I am inclined to think that it cannot be given any
clear meaning at all; but at any rate, and quite broadly speaking, an opinion as to what laws
hold in nature and what phenomena can be explained surely cannot be formed on analytic
grounds alone but must be based on the results of empirical research.
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account A unintelligible or unilluminating, or irrelevant to what puzzles him
about X. Explanation in this pragmatic sense is thus a relative notion: something
can be significantly said to constitute an explanation in this sense only for this or
that individual.

Quite similarly, the word ‘proof” and its cognates can be used in a pragmatic
sense which requires reference to the producers and the recipients of the argu-
ments in question. For example, an argument Y that proves a simple geometrical
theorem to the complete satisfaction of a tyro may be entirely unacceptable,
and thus not a proof at all, for a mathematician; and conversely, what for the
mathematician is a sound and illuminating proof may be unintelligible or
pointless to the beginner. Generally, whether a given argument Y proves (or
explains) a certain item X to a person P will depend not only on X and Y, but
quite importantly also on P’s beliefs at the time as well as on his intelligence, his
critical standards, his personal idiosyncrasies, and so forth.

The pragmatic aspects of proof form an interesting and important subject
for empirical investigation. Piaget, for example, has devoted a great deal of
effort to the psychological study of the standards of proof'in children of different
ages. But for the purposes of mathematics and logic as objective disciplines,
we clearly need a concept of proof which is not subjective in the sense of
being relative to, and variable with, individuals; a concept in terms of which it
makes sense to say that a given argument Y is a proof of a given sentence X
(in a theory) without making any mention of persons who might take
cognizance of Y. Concepts of proof which have this character can be defined
once the mathematical discipline in reference to which the concept is to be used
has been suitably formalized.

The case of scientific explanation is similar. For scientific research secks to
account for empirical phenomena by means of laws and theories which are
objective in the sense that their empirical implications and their evidential
support are independentof what particular individuals happen to test or toapply
them; and the explanations, as well as the predictions, based upon such laws
and theories are meant to be objective in an analogous sense. This ideal intent
suggests the problem of constructing a nonpragmatic concept of scientific
explanation—a concept which is abstracted, as it were, from the pragmatic
one, and which does not require relativization with respect to questioning
individuals any more than does the concept of mathematical proof. It is this
nonpragmatic conception of explanation which the covering-law models are
meant to explicate.

To propound those models is therefore neither to deny the pragmatic
“dimension” of explanation nor to belittle its importance; nor, of course, is it to
claim that people will find an explanatory account illuminating or satisfactory
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only as far as it conforms to one of the covering-law models. To explain a
given phenomenon to a person, it will often suffice to call to his attention some
particular fact of which he has not properly taken cognizance. This is pre-
sumably true of the man mentioned in a newspaper story some years ago who
was puzzled to find that it got cold in his house whenever he happened to watch
a television program in winter. All he had to be told by way of explanation
was that the television set was directly under the thermostat,and thus warmed the
latter and shut the heating off. Thus the quest for an explanation is often a quest
for the “cause” of the puzzling occurrence, in the loose sense here illustrated.
The questioner who accepts a particular causal account as satisfactory will
sometimes have background information of a nomological kind—e.g., about
the way a thermostat works—which might justify the causal attribution. In
other cases, he may lack such information and might still be satisfied by the
explanation: the pragmatic conditions for the acceptability of a proposed
explanation do not coincide with the logic-systematic ones that the covering-
law models are meant to explicate. When the relevant laws are more or less
clearly understood and taken for granted by the questioner, it would of course
be incorrect to say that his question had the pragmatic function of eliciting
covering laws; but it is neither incorrect nor superfluous to make reference to
such laws if the logic of the account, and especially the explanatory force of
the particular facts mentioned in it, is to be made explicit.

In other contexts—for example, frequently in scientific research—the
pragmatic concern prompting the quest for an explanation may be the desire
to discover laws or theoretical principles covering a given class of phenomena.
And in yet other cases, the questioner may be aware of the requisite particular
data and laws but may need to be shown how the explanandum can be derived
from this information.!

But to call attention to the important pragmatic facets of explanation and
to indicate the diverse procedures that may be appropriate in different cases
to dispel the perplexity reflected in someone’s quest for an explanation is not
to show that a nonpragmatic model of scientific explanation must be hope-
lessly inadequate, just as analogous arguments concerning the notion of proof
cannot show that nonpragmatic models of proof must be sterile and unil-
luminating. As is well known, the contrary is the case.

It is therefore beside the point to complain that the covering-law models

1. In an interesting discussion of what are, to a large extent, pragmatic aspects of expla-
nation, Scriven uses the term ‘derivation-explanation’ for an explanation that consists simply
in demonstrating this derivability, and he gives an illustration from the history of science,
which shows that the derivation may well present considerable mathematical difficulties and
may thus be hard to discover. (Scriven 1959, pp. 461-62).
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do not closely match the form in which working scientists actually present
their explanations. Those formulations are generally chosen with a particular
kind of audience—and thus with particular pragmatic requirements—in mind.
This is true also of the way in which mathematicians present their proofs;
but the metamathematical theory of proof quite properly abstracts from these
pragmatic considerations.?

5.2 ExpraiNniNG How-PossiBLy. An important pragmatic aspect of ex-
planation is reflected in Dray’s distinction of “explaining why-necessarily”
an event occurred and “explaining how-possibly” an event could have occur-
red.® A D-N explanation might be regarded as adequate for the former purpose;
to accomplish the latter is quite a different task, as we will now see.

If a friend tells me that at a party he attended last New Year’s Eve his tea-
spoon promptly melted when he put it into a cup of hot punch, I might ask:
how could this possibly have happened—metal does not melt at so low a
temperature. Similarly, the news that the Andrea Doria had sunk as a result of
a collision gave rise to the question how this could possibly have happened,
considering that the ship was equipped with the most advanced safety devices
and was operated by experienced seamen.

As these examples illustrate, we will normally ask how X could possibly
have occurred only if, as Dray puts it, “what we know seems to rule out the
possibility of the occurrence which is to be explained,” i.e., if some of the
beliefs we hold concerning relevant matters of fact seem to us to make it
impossible or at least highly improbable that X should have occurred; herein
lies the pragmatic aspect of the question. To give a satisfactory ‘how-possibly’
explanation, it will be necessary, therefore, to ascertain the empirical assump-
tions underlying the question and then to show either that some of these are
false or else that the questioner was mistaken in thinking that those assumptions
warranted his belief that X could not have occurred. In the case of the teaspoon,
it might suffice to point out that some metals, such as Wood’s alloy, do melt
at the temperature of hot punch; and a full covering-law explanation might be
achieved by establishing that the teaspoon in question had indeed been one of
those made from Wood’s alloy for the use of practical jokers.?

2. Cf. also the comments on this point in section 1 of Bartley’s paper (1962), in which
Popper’s presentation of the deductive model is defended against this charge. For some ob-
servations in a similar vein, see Pitt (1959), pp. 585-86.

3. Cf. Dray (1957), pp. 158 ff.

4. Dray (1957), p. 161.

5. In areview of Dray’s book, Passmore (1958) goes so far as to say that ““to answer a ‘how
possibly” question, unless with a mere guess, is to sketch in a ‘why-necessarily’ explanation.”

‘While this observation seems basically sound, it should, I think, be liberalized so as to call
for the sketching either of a ‘why-necessarily’ or else of a ‘why-probably’ explanation.
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If, as in the case of the Andrea Doria, the question ‘How could X possibly
have occurred:’ springs from assumptions that seem to make the occurrence
of X highly improbable but not logically to preclude it, then an appropriate
answer may consist in pointing out that the questioner is mistaken in some of
his factual assumptions or in the belief that his assumptions make the occurrence
of X very improbable: these two possibilities are analogous to those considered
in the previous illustration. But in addition, we have here a third possibility,
suggested also by our earlier discussion of the logic of statistical explanation:
all of the questioner’s relevant assumptions might be true, and his belief that
they make the occurrence of X very improbable may be correct. In that event,
the perplexity expressed by the questioner’s ‘how could it possibly have hap-
pened:’ may be resolvable by broadening the questioner’s total evidence, i.e.,
by calling to his attention certain further facts whose addition to those previously
taken into account will render the occurrence of X less improbable.

Similar observations apply to questions of the form ‘why is it not the case
that p?’, which might well be rephrased as ‘how-possibly” questions: ‘How
could it possibly be the case that not-p2’. Questions such as “Why doesn’t the
Leaning Tower of Pisa topple over:’ or “Why don’t the antipodes fall off the
earth?’, ‘If reflection in a plane mirror interchanges right and left, why not
also top and bottom:” will normally be raised only if the questioner entertains
certain assumptions concerning relevant empirical matters which seem to him
to make it certain or, at any rate, highly probable that the specified phenomenoﬂ
should occur. A pragmatically adequate answer again will have to clear up the
empirical or logical misapprehensions underlying this belief.

And, of course, explanation-seeking questions of the standard type “Why
is it the case that p2” are often, though by no means invariably, prompted by
the belief that p would not be the case—a belief which, again, may seem to the
questioner to be more or less strongly supported by certain other empirical
assumptions which he accepts as being true. And in this event, the questioner
may not feel satisfied if he is simply offered, say, a covering-law explanation of

Someone who asks how X could possibly have happened will not, as a rule, be satisfied
to be told simply that he was mistaken in some of his empirical assumptions, which he thought
precluded the occurrence of X; he will also want to be given a set of alternative, and pre-
sumably true, assumptions which, in conjunction with the rest of his background beliefs,
explain to him why X occurred. The case of the melting spoon illustrates this. But if our
questioner should believe that spilling salt is always followed by bad luck within three days,
and if he were to ask ‘How possibly could I have escaped bad luck though I spilled some
salt three days ago?, then the answer could hardly do more than point out that his general
hypothesis was false and, perhaps, that in the vast majority of cases, spilling salt is not followed
by bad luck; but no ‘why-necessarily’ explanation for the questioner’s avoidance of bad
luck will be available.
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why p is the case. In order to allay his perplexity he may have to be shown that
some of the assumptions underlying his contrary expectation were in error.®

5.3 EXPLANATION VS. REDUCTION TO THE FAMILIAR. A predominantly pragmatic
conception of explanation as aimed at dispelling the questioner’s puzzlement
also underlies the widely held view that an explanation must somehow reduce
or link the puzzling phenomenon to something with which the questioner is
already familiar, and which he accepts as unproblematic. Thus, Bridgman,
for example, holds that “the essence of an explanation consists in reducing
a situation to elements with which we are so familiar that we accept them as a
matter of course, so that our curiousity rests.”” An examination of this explicitly
pragmatic characterization may serve further to clarify and support the case for
constructing a nonpragmatic concept of scientific explanation.

Undeniably, many scientific explanations effect, in a sense, a “reduction to
the familiar.” This might be said, for example, of the wave-theoretical ex-
planation of optical refraction and interference, and of at least some of the
explanations achieved by the kinetic theory of heat. In cases of this kind, the
concepts and principles invoked in the explanans bear a more or less close
resemblance to concepts and principles that have long been used in the des-
cription and explanation of some familiar type of phenomenon, such as the
propagation of wave motions on the surface of water or the motion of billiard
balls.

Concerning the general view of explanation as a reduction to the familiar,
let us note first that what is familiar to one person may not be so to another,
and that, therefore, this view conceives of explanation as something relative
to a questioner. But, as we noted earlier, explanations of the kind empirical
science secks are intended to exhibit objective relationships.

Secondly, the view here under discussion suggests that what is familiar
requires no explanation. But this notion does not accord with the fact that
scientists have gone to great lengths in an effort to explain “familiar” phe-
nomena, such as the changes of the tides; lightning, thunder, rain, and snow;
the blue color of the sky; similarities between parents and their offspring; the
fact that the moon appears much larger when it is near the horizon than when
it is high in the sky; the fact that certain diseases are “catching,” while others
are not; and even the familiar fact that it is dark at night. Indeed, the darkness of

6. This aspect of explanation, and various related ones, have been perceptively and
lucidly examined by S. Bromberger (1960). For suggestive observations on the pragmatic

aspects of explanation, see also Passmore (1962).

7. Bridgman (1927), p. 37. The pragmatic character of this conception is clearly re-

flected in Bridgman’s remark that “an explanation is not an absolute sort of thing, but what
is satisfactory for one man will not be for another.” Loc. cit., p. 38.
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the night sky appears as a phenomenon much in need of explanation, in view
of Olbers’ paradox. This argument, put forward in 1826 by the German astron-
omer Heinrich Olbers, rests on a few simple assumptions, roughly to the effect
that the distances and the intrinsic luminosities of the stars have about the same
frequency distribution throughout the universe in the past as well as at present;
that the basic laws for the propagation of light hold true in all spatio-temporal
arcas of the universe, and that the universe at large is static, i.e., that no large-
scale systematic motions take place in it. From these assumptions it follows that
the sky, in all directions and at all times, should be of enormous uniform
brightness, and that the energy thus streaming in upon the surface of the earth
should correspond to a temperature of more than 10,000 degtees Fahrenheit.®

Olbers’ paradox thus raises a ‘how-possibly:” question. An answer to it is
suggested by the recent theory that the universe is steadily expanding. This
theory implies, first, that Olbers’ assumption of a static universe is in error,
and it supplies, secondly, a positive explanation of the dark night sky by showing
that the energy of the radiation received from very distant stars is enormously
reduced by the high velocities of their recession.

This example also illustrates a further point, namely, that instead of reducing
the unfamiliar to the familiar, a scientific explanation will often do the opposite:
it will explain familiar phenomena with the help of theoretical conceptions
which may seem unfamiliar and even counter-intuitive, but which account for a
wide variety of facts and are well supported by the results of scientific tests.®

These observations are applicable also outside the domain of the natural
sciences. Their relevance to sociology, for example, is suggested in the opening
passage of a book by Homans: “My subject is a familiar chaos. Nothing is more
familiar to men than their ordinary, everyday social behavior . .. every man
makes his own generalizations about his own social experience, but uses them
ad hoc within the range of situations to which each applies, dropping them as
soon as their immediate relevance is at an end and never asking how they are
related to one another . . . the purpose of this book is to bring out of the familiar
chaos some intellectual order.”?? Incidentally, Homans goes on to say that the
requisite ordering of a body of empirically established sociological facts, rep-
resented by low-level generalizatons, calls for an explanation of those facts;
and that such explanation is achieved by means of a “‘set of more general pro-
positions, still of the same form as the empirical ones, from which you can

8. For a fuller presentation of the paradox, and a critical analysis in the light of current
cosmological theorizing, see, for example, Bondi (1961), chapter 2, and Sciama (1961),
chapter 6.

9. This point is stressed also in Feigl’s concise and illuminating article (1948); and it

is lucidly illustrated by reference to the theory of relativity in Frank (1957), pp- 133-34.
10. Homans (1961), pp. 1-2.
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logically deduce the latter under specified given conditions. To deduce them
successfully is to explain them.”!

To this emphasis on the sociologist’s interest in the theoretical explanation
of “familiar” generalizations about social behavior, there should be added a
reminder that has been stressed by Lazarsfeld, among others; namely, that
what are widely regarded as obvious and familiar facts of everyday psychological
and sociological experience are sometimesnot facts at all but popular stereotypes.
This is true—to mention but one of Lazarsfeld’s interesting illustrations—of the
idea that the intellectual is emotionally less stable than the psychologically
more impassive man-in-the-street, and that therefore it was to be expected that
among the U.S. soldiers in the Second World War, better educated men showed
more psychoneurotic symptoms than those with less education. In fact, the
opposite was found to be the case.?? Thus an explanation of some particular case
by reference to the low-level generalization of this sterotype is simply false
even though it might be said to effect a reduction to the familiar.

Such reduction, then, as has now been argued at some length, is surely
not a necessary condition for an acceptable scientific explanation. But neither
is it a sufficient condition; for a request for an explanation is sometimes an-
swered in a way which puts the questioner’s curiosity to rest by giving him a
sense of familiarity or at-homeness with an initially puzzling phenomenon,
without conveying a scientifically acceptable explanation. In this case, one
might say, familiarity breeds content, but no insight. For example, as we have
just seen, the proffered explanation might be based on a familiar and yet mis-
taken belief, and will then be false. Or the proposed account might rely on
untestable metaphorical or metaphysical ideas rather than on general empirical
hypotheses, and then would not afford even a potential scientific explanation.
Take for example the “hypothesis of a common subconscious,” which has
been propounded to explain presumptive telepathic phenomenal® It asserts
that while in their conscious domains human minds are separate entities, they
are connected by a common subconscious, from which the individual conscious-
nesses emerge like mountainous islands joined by a submarine continent. The
suggestive imagery of this account may well evoke a sense of intuitive under-
standing of telepathic phenomena; the latter seem to have been explained by
reduction to ideas with which we are quite familiar. Yet we have been given
a simile rather than a scientific explanation. The account offers us no grounds

11. Homans (1961), pp. 9-10, italics the author’s.

12. See Lazarsfeld (1949), pp. 379-80.

13. See the critical reference in Price (1945) and ¢f. Carington’s use of the idea as “a
simile” (1949, pp. 223ff.), as well as his more specific account of the conception of a common
subconscious, loc. cit., pp. 208ff.
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on which it would be reasonable to expect the occurrence of telepathic phe-
nomena, nor does it give us any clues as to the conditions under which such
phenomena are likely to occur. Indeed, in the form here outlined the notion of
a common subconscious has no clear implications concerning empirical phe-
nomena and is not amenable, therefore, to objective test or to significant
explanatory or predictive use.

A similar critique applies to neovitalistic explanations of certain biological
phenomena in terms of entelechies or vital forces. Such accounts do not specify
under what conditions a vital force will exert its influence and what specific
form its manifestations will take, nor, in the case of external interference with
an organism, to what extent an entelechy will compensate for the resulting
disturbance. By contrast, an cxplanation of planetary motions in terms of the
Newtonian theory of gravitation specifies what gravitational forces will be
exerted upon a given planet by the sun and by other planets, given their masses
and distances, and it specifies further what changesin motion are to be expected
as a result of those forces. Both accounts invoke certain “forces” that cannot
be directly observed—one of them, vital forces, the other, gravitational ones;
yet the latter account has explanatory status while the former does not. This
is a consequence of the fact that the Newtonian theory offers specific laws
governing gravitational forces, whereas neovitalism specifies no laws governing
vital forces and is, in effect, only metaphorical. Thus, it is covering laws or
theoretical principles that are crucial to a scientific explanation, rather than the
sense of familiarity that its wording may impart.

The laws invoked in a proposed scientific explanation are of course capable
of test; and adverse test results may lead to their rejection. No such fate threatens
explanations in terms of similes or metaphors: since they do not specify what
to expect under any empirical conditions, no empirical test can possibly dis-
credit them. But absolute immunity to disconfirmation is not an asset but a
fatal defect when we are concerned, as is scientific research, to arrive at an
objectively testable and empirically well-supported body of empirical knowl-
edge. An account that has no implications concerning empirical phenomena
cannot serve this purpose, however strong its intuitive appeal: from the point
of view of science, it is a pseudo-explanation, an explanation in appearance only.

In sum then, it is neither necessary nor sufficient for the scientific adequacy
of an explanation that it should reduce the explanandum to ideas with which
we are already familiar.

6. MODELS AND ANALOGIES IN SCIENTIFIC EXPLANATION
Explanatory accounts offered in empirical science are sometimes formulated
in terms of a “model” of the phenomena to be explained, or in terms of analogies



[434] SCIENTIFIC EXPLANATION

between those phenomena and others that have been previously explored.
In the present section I propose to examine some forms of this procedure and
to appraise their explanatory significance.

Let us consider first the use—quite widespread in the nineteenth and early
twentieth centuries—of more or less complex mechanical systems as models
of electric, magnetic, and optical phenomena, of the luminiferous ether, and
so forth. The importance that some eminent scientists attributed to such
representations is reflected in the famous pronouncement of Sir William
Thomson (later Lord Kelvin):

I never satisfy myself until I can make a mechanical model of a thing. If Ican
make a mechanical model I can understand it. As long as I cannot make a mechanical
model all the way through I cannot understand. . . .1

My object is to show how to make a mechanical model which shall fulfill the
conditions required in the physical phenomena that we are considering, whatever
they may be. At the time when we are considering the phenomenon of elasticity
in solids, I want to show a model of that. At another time, when we have vibrations
of light to consider, I want to show a model of the action exhibited in that phe-
nomenon. . . . It seems to me that the test of “Do we or not understand a particular
subject in physics2” is, “Can we make a mechanical model of it:"2

Sir Oliver Lodge, whose book on electricity presents a multitude of
mechanical models, says in a similar vein:

Think of electrical phenomena as produced by an all-permeating liquid embedded in
a jelly; think of conductors as holes and pipes in this jelly, of an electrical machine
as a pump, of charge as excess or defect, of attraction as due to strain, of discharge
as bursting. . . . By thus thinking you will get a more real grasp of the subject and
insight into the actual processes occurring in Nature—unknown though these
may still strictly be—than if you employed the old ideas of action at a distance, or
contented yourselves with no theory at all on which to link the facts. . . . I am also
convinced that it is unwise to drift along among a host of complicated phenomena
without guide other than that afforded by hard and rigid mathematical equations.3

These pronouncements reflect variants of the idea that explanation in
science must involve a reduction to the familiar. What this variant demands is
not simply that an explanation somehow render a phenomenon plausible or
familiar, but more specifically that it provide a model governed by the laws
of mechanics, which in this context are accorded the status of familiar principles.

But just what does the construction of a mechanical model accomplish:
It is not intended, of course, to identify the modeled phenomenon with the

1. Thomson (1884), pp. 270-71.
2. Thomson (1884), pp. 131-32.
3. Lodge (1889), pp. 60-61.
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model. An electric current maintained in a wire by means of a battery is not
claimed to be the same thing as the flow of a liquid through pipes, maintained
by means of a pump, nor the same thing as an inextensible loop of cord kept
circulating over pulleys by means of a sinking weight.# The claim is merely
that there obtains an analogy between the model and the phenomenon it
represents. And the relevant analogy lies in a formal similarity between certain
laws governing the mechanical system and corresponding laws for the modeled
phenomenon.

Consider, for example, the often cited analogy between the flow of an
electric current in a wire and the flow of a fluid in a pipe. If the fluid flows with
moderate speed through a fairly narrow pipe with circular inner cross section
then according to Poisculle’s law the volume V' of fluid flowing through a
fixed cross-section per second is proportional to the difference in pressure
between the ends of the pipe:

(6.12) V= c- (p1— pa)

This law has the same form as Ohm’s law for the flow of electricity in a
metallic conductor:
(6.1b) I =k - (v, —v,)

Here the strength of the current, I, may be said to represent the amount of
electric charge flowing through a fixed cross-section of the wire per second;
v; — v, is the potential difference maintained between the ends of the wire;
and k is the reciprocal of its resistance.

The analogy goes further. The factor ¢ in (6.1a) is inversely proportional to
the length [; of the pipe:

(6.22) ¢ = ©
h
and similarly, the factor k in (6.1b) is inversely proportional to the length, I,
of the wire:
kl

A

Thus, the analogy in virtue of which the flow of a fluid here constitutes
a model of the flow of a current may be characterized as follows: A certain set
of laws governing the former phenomenon has the same syntactical structure
as a corresponding set of laws for the latter phenomenon; or, more explicitly,

(6.2b) k

4. A profusion of such models can be found in Lodge (1889) and in Thomson (1884).
A hydrodynamic model that represents in quite a similar manner certain aspects of the
behavior of nervous systems is described in S. B. Russell (1913).
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the empirical terms (i.e., those which are not logical or mathematical)® occur-
ring in the first set of laws can be matched, one by one, with those of the
second set in such a way that if in one of the laws of the first set each term is
replaced by its counterpart, a law of the second set is obtained; and vice versa.
Two sets of laws of this kind will be said to be syntactically isomorphic. Briefly,
then, the relevant similarity or “analogy” between a model of the kind here
considered and the modeled type of a phenomenon consists in a nomic iso-
morphism, i.e., a syntactic isomorphism between two corresponding sets of laws. The
notion of model thus obtained is not limited to mechanical systems, of course;
we can speak, in the same sense, also of electrical, chemical, and still other kinds
of “analogical models.”

But in our illustration, as in other cases of analogical modeling, the iso-
morphism has its limits: some laws for the flow of a fluid in pipes do not carry
over to electric currents in wires. For example, if the length of the pipe and the
pressure difference between its ends are fixed, V' is proportional to the fourth
power of the radius of the cross sections, whereas under corresponding cir-
cumstances, the current is proportional to the square of the wire’s cross section:

4
)

(6'33) V= 8)11—5 (Pl—Pz)

2
6.3b) I = 2
( ) qu

(11—v>)

Here, s is the viscosity of the fluid and g the specific resistance of the metal of
which the wire is made; 7, is the radius of the inner cross section of the pipe;
and r, is the radius of the wire.

Thus, the statement that a system S, is an analogical model of a system
S, is elliptical. A complete sentence expressing the relationship would have to
take the form: ‘S, is an analogical model of S, with respect to the sets of laws
L,, L. This sentence is true if the laws in L; apply to S; snd those in L, to S,,
and if L, and L, are syntactically isomorphic.®

The concept of analogy as a nomic isomorphism plays an important role
in Maxwell’s essay on Faraday’s lines of force. Maxwell here says: “By a
physical analogy I mean that partial similarity between the laws of one science

5. Physical constants such as ‘S’ and ‘¢’ in (6.3a) and (6.3b) count here as empirical terms.

6. This characterization of analogical models accords with Maxwell’s and Duhem’s
conceptions of analogy in physics, about which more will be said presently. It is also sup-
ported by the way in which Boltzmann (1891) uses mechanical models to represent the
Carnot cycle in the theory of heat (1891, chapter 2) and various electric phenomena. Heinrich
Hertz’s general concept of a “‘dynamic model” reflects the same basic idea; ¢f. Hertz (1894),
p.197.
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and those of another which makes each of them illustrate the other.” He notes,
concerning the analogy between light and the vibrations of an elastic medium,
that “though its importance and fruitfulness cannot be overestimated, we must
recollect that it is founded only on a resemblance in form between the laws of
light and those of vibrations.”” Maxwell continues: “It is by the use of analogies
of this kind that I have attempted to bring before the mind, in a convenient
and manageable form, those mathematical ideas which are necessary to the
study of the phenomena of electricity. . . . I am not attempting to establish any
physical theory . . ., and . . . the limit of my design is to shew how, by a strict
application of the ideas and methods of Faraday, the connexion of the very
different orders of phenomena which he has discovered may be clearly placed
before the mathematical mind.”® The analogy Maxwell then develops in
detail rests on a representation of Faraday’s lines of force by tubes through which
an incompressible liquid flows. It is of interest to note that while Maxwell is
able to give an analogical representation of a great many electric and magnetic
phenomena, he finds himself unable to extend the analogy when he comes to
the discussion of what Faraday had called the electro-tonic state; here, he
resorts to the formulation of a theory in purely mathematical form.?

The views of men like Kelvin and Lodge concerning the importance of
analogical models for explanation in physics were severely criticized by Duhem.
Duhem sees the aim of physics in the construction of theories couched in precise
mathematical terms, from which empirically established laws can be deduced,
and he argues that mechanical models contribute nothing to that objective.
In reference to Lodge’s book Duhem comments: “Here is a book meant to
expound the modern theories of electricity . . .; it talks only of cords that move
over pulleys, that wind themselves up on drums, that traverse beads, that carry
weights; of tubes that pump water and of others that expand and contract; of
cog wheels that mesh with each other and drive toothed racks; we thought we
were entering the peaceful and carefully ordered abode of reason, and we find
ourselves in a factory.”® Duhem goes on to complain that far from facilitating
the understanding of a theory “for a French reader,” the use of such mechanical
models requires of him a serious effort just to understand the working of the
complicated apparatus and to recognize analogies between the properties of the
model and the theory that is being illustrated.

Although Duhem rejects the explanatory use of mechanical models, he

7. Maxwell (1864), p. 28, italics the author’s.

8. Maxwell (1864), p. 29.

9. Maxwell (1864), pp. 51ff. For a fuller discussion of Maxwell’s views on the im-
portance of analogies for physical theorizing, see Turner’s studies (1955), (1956).

10. Translated from Duhem (1906), p. 111.



[438] SCIENTIFIC EXPLANATION

stresses that, by contrast, analogies may prove very fruitful in physical research.
The analogies he has in mind are those based on what we have called nomic
isomorphisms. He mentions, for example, Ohm’s transfer of the laws of heat
conduction to electric conduction, and he stresses the importance of those
cases in which extensive theories for two distinct and dissimilar categories of
phenomena have the same algebraic form.1!

However, if our characterization is correct, then the mechanical models
scorned by Duhem exhibit nomic isomorphisms of basically the same kind as
those scientific analogies in Duhem’s sense which are not specifically formulated
in the parlance of models. Duhem’s distinction between models and analogies,
for which he states no precise criteria, then reflects not a difference in logical
status, but rather a difference in the precision and the scope of the isomorphic
sets of laws. Among the laws governing a mechanical model, those which carry
over isomorphically to the modeled phenomenon are usually few in number
and limited in scope, so that sometimes several different models are used to
represent different aspects of one kind of physical entity or phenomenon. For
example, Kelvin offers quite different mechanical models of molecules to
represent elasticity in crystals, the dispersion of light, and the rotation of the
plane of polarization of a light beam;'® and Lodge designs entirely different
mechanical systems, of the sort referred to by Duhem in the passage quoted
earlier, to represent various electrostatic, electrodynamic, and electromagnetic
phenomena. In the case of fruitful analogies of the kind envisaged by Duhem,
on the other hand, the isomorphic laws or theoretical principles are stated in
precise mathematical terms and are strong enough to permit the deduction of
a great variety of consequences which themselves constitute important laws.
This is illustrated by the extensive nomic isomorphisms that permit the appli-
cation of the mathematical theory of wave motions to certain parts of mechanics,
optics, and quantum mechanics.!?

In order to appraise the explanatory significance of analogical models, and
more generally of analogies based on nomic isomorphisms, let us suppose that
some “new’ field of inquiry is being explored, and that we try to explain the
phenomena encountered in it by analogical reference to some “old,” previously
explored domain of inquiry. This calls for the establishment of an isomorphism

11. Duhem (1906), pp. 152-54. Boltzmann characterizes physical analogies in a similar
manner: ... Nature seemed, as it were, to have built the most diverse things exactly
according to the same plan, or, as the analytic mathematician says dryly, the same differential
equations hold for the most diverse phenomena.” Translated from Boltzmann (1905), p. 7.

12. - Cf. Thomson (1884).

13. Further examples of analogies based on nomic isomorphisms in physics will be
found in Seeliger’s article (1948); for an illuminating discussion, well illustrated by examples,
of the significance of nomic isomorphisms in physics, see also Watkins (1938), chapter 3.
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between a set of laws, say L;, pertaining to the old field and a corresponding set,
say L,, in the new. To that end, we obviously must first discover a suitable set
L, of laws in the new field. But once this has been done, those laws can be
used directly for the explanation of the “new” phenomena, without any refer-
ence to their structural isomorphism with the set L,. For the systematic purposes
of scientific explanation, reliance on analogies is.thus inessential and can always
be dispensed with.

This observation applies equally to analogical models of a nonmechanical
sort, such as the physico-chemical systems which have been used to imitate
phenomena that are often considered as specifically biological. Leduc, for
example, was able to produce by purely chemical means a large variety of
osmotic growths whose highly diversified forms strikingly resemble those of
familiar plants and animals, and which, in their development, exhibit remarkable
analogies to organic growths. The analogical models thus obtained are based on
an isomorphism of non-quantitative laws:

An osmotic growth has an evolutionary existence; it is nourished by osmosis and
intussusception; it exercises a selective choice on the substances offered to it; it
changes the chemical constitution of its nutriment before assimilating it. Like a
living thing it ejects into its environment the waste products of its function. More-
over, it grows and develops structures like those of living organisms, and it is sensi-
tive to many exterior changes, which influence its form and development. But these
very phenomena—nutrition, assimilation, sensibility, growth, and organization—
are generally asserted to be the sole characteristics of life.15

These analogies, and various others, between organisms and physico-chemi-
cal systems have often been used to answer the vitalistic claim that growth,
metabolism, regeneration, and the like are phenomena that cannot be exhibited
by a “machine” or by a system governed exclusively by physico-chemical
laws.1® But, while the models can refute that contention, they do not provide
a positive theoretical explanation of the biological phenomena in question.
In fact, Leduc does not even state any physico-chemical laws that would
explain the striking plantlike shapes exhibited by some of the osmotic growths
he produces by chemical means; even less, therefore, does he establish that the

14. See Leduc’s profusely illustrated books (1911), (1912).

15. Leduc (1911), p. 159.

16. Cf., for example, the crystal analogy, which is discussed in Bertalanffy (1933), pp. 100-
102; and seealso theinstructive discussion of physico-chemical models of biological phenomena
in Bonhoeffer (1948), where the motivating consideration here referred to is explicitly sug-
gested. In this context, we might mention also some more recent physical models of cer-
tain aspects of learning, whose construction, again, is prompted at least in part by the desire
to counter vitalistic and similar claims: such models are presented in Baernstein and Hull

(1931) and Krueger and Hull (1931).
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same laws also account for the shapes of the “natural” plants modeled by those
artificial growths. Similar comments apply to “metabolism,” “regeneration,”
and so forth in osmotic and in organic growths.

Besides, the isomorphisms exhibited by Leduc’s and similar models concern
only regularities of a vague qualitative kind illustrated by the passage quoted
above: organisms grow and decay, and so do their osmotic counterparts; there
is an exchange of materials between organism and environment, and an ex-
change of materials between each of the models and its environment; there is
some measure of repair of injuries in organisms and in their physico-chemical
models, and so on. Because of their lack of specificity, generalizations of this
kind do not have much explanatory force. In this respect, the analogies here
exhibited are vastly inferior to those between water waves and electromagnetic
waves, for example, which rest on a syntactical isomorphism of two extensive
theories formulated in mathematical terms.

As we noted, all references to analogies or analogical models can be dis-
pensed with in the systematic statement of scientific explanations. But the
discovery of an isomorphism between different sets of laws or theoretical
principles may prove useful in other respects.

First, it may make for “intellectual economy” 17 If certain laws governing
a “new” class of phenomena are isomorphic with those for another class, which
have already been studied in detail, then all the logical consequences of the
latter can be transferred to the new domain by simply replacing all extra-logical
terms by their counterparts. An important study by Gauss'® takes as its point
of departure the observation that the forces of gravitational attraction and of
electric and magnetic attraction and repulsion between any two “clements” are
all inversely proportional to the square of their distance and directly proportional
to the product of their masses or electric charges, or magnetic strengths, re-
spectively. On the basis of this nomic isomorphism, Gauss devclops a gencral
mathematical theory for all forces governed by a law of the specified form,
and especially for the corresponding potentials, without distinguishing between
the different subject matters to which the resulting theory can be applicd.'®
This aspect of nomic isomorphisms has recently found important practical
applications in the construction of analogue computers and similar devices.
For example, the isomorphism underlying the analogy between the flow of a

17. Duhem (1906), p. 154.

18. Gauss (1840.

19. The discovery and utilization of nomic isomorphisms between different fields of
inquiry is one of the objectives of “general system theory” as conceived by Bertalanffy;
see his brief statements (1951) and (1956), where many further references will be found. Some
comments on the program of exploring isomorphisms in the manner envisaged by
Bertalanffy are included in Hempel (1951a).



Aspects of Scientific Explanation [441]

liquid through a pipe and the flow of an electric current through a wire enables
the designer of a large and costly water-pumping system to determine the
optimal characteristics of the pumps and the network of pipes by means of
small and inexpensive electric analogues.

Analogies and models based on nomic isomorphisms may also facilitate
one’s grasp of a set of explanatory laws or theoretical principles for a new
domain of inquiry by exhibiting a parallel with explanatory principles for
a more familiar domain: in this manner, they can contribute to the pragmatic
effectiveness of an explanation.

More important, well-chosen analogies or models may prove useful “in
the context of discovery,” i.e., they may provide effective heuristic guidance
in the search for new explanatory principles. Thus, while an analogical model
itself explains nothing, it may suggest extensions of the analogy on which it
was originally based. Norbert Wiener mentions a case of this kind. An analogy
he and Bigelow had envisaged between certain types of voluntary human
behavior and the behavior of a machine governed by a negative feedback
system suggested to them that there might exist, for purposive behavior, an
analogue to the conditions, which are theoretically well understood, in which
a feedback system breaks down through a series of wild oscillations. Such an
analogue was indeed found in the pathological condition of purpose tremor,
in which a patient trying to pick up an object overshoots the mark and then
goes into uncontrollable oscillations.?* To give another example: Maxwell
appears to have arrived at his equations for the electromagnetic field by judicious
use of mechanical analogies of electromagnetic phenomena. This led Boltzmann
to say that the high praise Heinrich Hertz had bestowed on Maxwell’s theo-
retical accomplishment was earned primarily by Maxwell’s ingenuity in
devising fruitful mechanical analogies rather than by his mathematical
analysis.?!

Analogies may prove useful in devising, and in expanding, microstructure
theories such as the kinetic theory of heat or the theory accounting for the
coding and transmission of genetic information in terms of specific hypotheses
about the molecular structure of the genes. It should be noted, however, that
such theories are intended to explain observable macrophysical uniformities
by suitable assumptions about the underlying microphysical structures and
processes and that the latter are not, as a rule, presented as analogical models
only. When Lord Kelvin sought to account for uniformities in the absorption

20. Sce Wiener (1948), pp. 13-15 and chapter 4.

21. Boltzmann (1905), p. 8; also (1891), p. iii. For various other illustrations and an
illuminating general discussion of the role of analogies in physical theorizing, see Nagel
(1961), pp. 107-17.
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and dispersion of light by construing each of the material molecules involved
in these processes on the model of a set of nested rigid metal spheres separated
from each other by springs, he did not, of course, claim to describe the actual
microstructure of matter, and it would have been beside the point to request
evidence in support of the assumption that molecules consist of nested metal
spheres and springs. However, the kinetic theory of heat does assert, among
other things, that a gas consists of molecules in rapid motion; it specifies the
numbers and masses of the particles involved, the distribution of their velocities
and its dependence on the temperature, the mean free paths of the molecules
and the mean time interval between successive collisions, and so forth; and in
regard to these and many other specific implications, supporting evidence can
be significantly asked for and can indeed be supplied.

Similarly, theories about the elementary particles constituting the atomic
nuclei of various elements, or about the molecular structure of the genes, are
presented as accounts of the actual structure of the systems in question, and
not just as analogical models. Like any other theory in empirical science, such
microstructure theories are put forward “until further notice,” i.e., with the
understanding that they may have to be modified or completely withdrawn in
the light of subsequently discovered unfavorable evidence; and often they are
offered only as approximations. Nevertheless, they differ in the respect just
indicated from accounts formulated in terms of analogical models.

In some microstructure theories, the basic constituents of the macrophe-
nomena under study are assumed to be governed by laws that are identical or
syntactically isomorphic with a set of laws governing an already well-explored
field of inquiry. A characteristic example is the assumption that the motions
and collisions of gas molecules conform to the laws for the motions and col-
lisions of elastic billiard balls. Indeed, some writers have insisted that the basic
assumptions or equations of any good scientific theory must exhibit that kind
of analogy. One eloquent proponent of this view is the physicist N. R.
Campbell.

Campbell considers it the principal function of theories to provide deductive
explanations of laws, i.e., of “propositions which assert uniformities discovered
by experiment or observation.”?* He characterizes a theory as consisting of
two sets of propositions, which he calls the hypothesis and the dictionary. The
hypothesis is formulated in terms of “ideas which are characteristic of the
theory,” or in terms of theoretical concepts, as we might say. The dictionary
provides a physical interpretation of the hypothesis by translating some but
not necessarily all of its propositions into others which involve no theoretical

22. Campbell (1920), p. 71.
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concepts and which can be verified or falsified, without any reference to the
theory, by suitable experiments or observations.?

Campbell demands of a scientific theory that it be capable of explaining
empirically established laws: such explanation consists in deducing the laws
from the hypothesis in conjunction with the dictionary. “But,” he insists,
“in order that a theory may be valuable it must have a second characteristic;
it must display an analogy. The propositions of the hypothesis must be analogous
to some known laws.” He adds: “analogies are not ‘aids’ to the establishment
of theories; they are an utterly essential part of theories, without which theories
would be completely valueless and unworthy of the name.”? In support of
this contention, Campbell constructs a small quasi-theoretical system which does
deductively imply an empirical law, but which clearly is not an acceptable
scientific theory; and this, in Campbell’s opinion, because its hypothesis lacks
the requisite analogy to known laws. Let us briefly consider that system, which
I will call §.25

The hypothesis of S is expressed in terms of four quantitative theoretical
concepts a, b, ¢, d, which are functions of certain “independent variables”
u, v, w,.... The hypothesis states that a and b are constant. functions, and
that ¢ is identical with d.

The dictionary of S consists of the following two specifications: the
statement that (2 + %) a = R, where R is a positive rational number, implies
that the resistance of some particular piece of pure metal is R; and the
statement that ¢d/b = T implies that the temperature of the same piece of
metal is T.

Now, the hypothesis of S deductively implies that

(2 + 47 a/%l = 2 ab = constant

Interpreting the quotient on the left by means of the dictionary we obtain,
according to Campbell, the following law: “The ratio of the resistance of a
piece of pure metal to its absolute temperature is constant.” (Actually, this

23. Campbell (1920), pp. 122, states: “The dictionary relates some of these propositions
of which the truth or falsity is known to certain propositions involving the hypothetical ideas
by stating that if the first set of propositions is true then the second set is true and vice versa;
this relation may be expressed by the statement that the first set implies the second.” (Italics
supplied.) This is clearly a nonstandard use of the word ‘implies’; in the following discussion,
I will therefore use the phrase ‘deductively implies’ to refer to the nonsymmetrical logical
relation, in contradistinction to the symmetrical relation which Campbell has in mind, and
which I suggested by saying that according to Campbell the dictionary translates certain
theoretical propositions into empirical ones.

24. Campbell (1920), p. 129.

25. See Campbell (1920), pp. 123-24.
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proposition follows only for the particular piece of metal referred to in the
dictionary; but let us waive this point as inessential for the idea under
consideration).

This law, then, is logically deducible from the system S and is in this sense
explained by S. But Campbell argues: “If nothing but this were required we
should never lack theories to explain our laws; a schoolboy in a day’s work
could solve the problems at which generations have laboured in vain by the
most trivial process of trial and error. What is wrong with the theory. ..,
what makes it absurd and unworthy of a single moment’s consideration, is
that it does not display any analogy.”?

Campbell is certainly right in rejecting the “theory” S, but his diagnosis of
its shortcomings seems to me incorrect. What is wrong with the theory, so it
seems to me, is that it has no empirically testable consequences other than the
law in question (and whatever is logically implied by it alone); whereas a
| worthwhile scientific theory explains an empirical law by exhibiting it as one
aspect of more comprehensive underlying regularities, which have a variety
of other testable aspects as well, i.e., which also imply various other empirical
laws. Such a theory thus provides a systematically unified account of many
different empirical laws. Besides, as was noted in section 2, a theory will
normally imply refinements and modifications of previously established
empirical laws rather than deductively imply the laws as originally formulated.

The diagnosis that it is this defect rather than the absence of analogy which
disqualifies S can be further supported by the observation that systems can
readily be constructed which do display some analogy to known laws and
which are nevertheless worthless for science because they suffer from the same
defect as S. For example, let the hypothesis of a system S” assert of four theoretical
quantities a, b, ¢, d that for any object u,

where k; and k, are numerical constants; and let the dictionary of S’ specify
that for any piece u of pure metal, c(u) is its resistance and d(u) the reciprocal
of its absolute temperature. Then §’, too, deductively implies the law
cited above, and, in addition, each of the two propositions in the hypothesis
displays an analogy to a known law; for example, to Ohm’s law. Yet, S’ does

26. Campbell (1920), pp. 129-30. Campbell allows, however, that there is a type of theory,
illustrated by Fourier’s theory of heat conduction, for which analogy may play a less im-
portant role (pp. 140-44). For the purposes of the present discussion, those theories clearly need
not be considered.
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not qualify as a scientific theory any more than does S, and clearly for the same
reason.

While thus, in my judgment, Campell fails to establish that analogy plays
an essential logic-systematic role in scientific theorizing and theoretical explain-
ing, some of his pronouncements squarely place his requirement of analogy
within the domain of the pragmatic-psychological aspects of explanation.
This is illustrated by his statement that “an analogy is a function of the con-
templating mind; when we say that one set of propositions is analogous to
another we are saying something about its effect on our minds; whether or no
it produces that effect on the minds of others, it will still have that effect on
our own.”# Surely, analogy thus subjectively conceived cannot be an indis-
pensible aspect of objective scientific theories.

Considering the great heuristic value of structural analogies, it is natural
that a scientist attempting to frame a new theory should let himself be guided
by concepts and laws that have proved fruitful in previously explored areas.
But if these should fail, he will have to resort to ideas that depart more and more
from the familiar ones. In Bohr’s early theory of the atom, for example, the
assumption of electrons orbiting around the nucleus without radiating energy
violates the principles of classical electrodynamics; and in the subsequent
development of quantum theory, the analogy of the basic theoretical principles
to “known laws” has been reduced considerably further in return for increased
scope and greater explanatory and predictive power.

What remains as the principal requirement for scientific explanation is
thus the inferential subsumption of the explanandum under comprehensive
general principles, irrespective of the analogies these may display to previously
established laws.

There is yet another kind of model, often referred to as theoretical or
mathematical model, which is widely used for explanatory purposes, for example
in psychology, sociology, and economics. It is exemplified by the numerous
mathematical models of learning, by theoretical models of attitude change and
of conflict behavior, and by a great variety of models for social, political, and
economic phenomena.?®

27. Campbell (1920), p. 144. For further light on these issues see Hesse (1963); chapter 2
of this book has the form of a dialogue between a “Campbellian” and a ‘“Duhemian”, in
which various arguments concerning the significance of models and analogies for scientific
theorizing are surveyed and suggestively appraised.

28. The relevant literature is vast, and only a very few specific references can be given
here. A particularly lucid general discussion of theoretical models in psychology, together
with a specific model of conflict behavior, is presented in Miller (1951). On models for learning,
see for example Bush and Mosteller (1955); the introduction of this book lucidly formu-

lates the methodology of the authors’ procedure. The collective volume Lazarsfeld (1954)
(continued overleaf)
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Broadly speaking, and disregarding many differences in detail, a theoretical
model of this kind has the character of a theory with a more or less limited
scope of application. Its basic assumptions concern interdependencies of different
characteriztics of the subject matter in question. Those characteristics are often,
but not always, represented by quantitative parameters or “variables”; these
may be more or less directly observable or measurable, or they may have the
status of theoretical concepts with at least a partial empirical interpretation,
effected, perhaps, by “operational definition.” This is true, for example, of those
parameters which represent statistical probabilities for certain kinds of behavior.
The basic hypotheses of the model often construe some of the parameters as
mathematical functions of others, but they do not always have this quantitative
character.?® From the basic hypotheses, in conjunction with the interpretation,
specific consequences can be inferred concerning the empirical phenomena to
which the model pertains: thus, it becomes possible to test the model and to
put it to explanatory and predictive use. The resulting explanations and pre-
dictions may be deductive-nomological or inductive-statistical, depending on
the form of the hypotheses included in the model.

The use of the term ‘theoretical model’ rather than ‘theory’ is perhaps meant
to indicate that the systems in question have distinct limitations, especially
when compared with advanced physical theories. To begin with, their basic
assumptions are often known to be idealizations or oversimplifications. For
example, they may disregard certain factors that are known to be of some rele-
vance to the given subject matter; this would be true, e.g., of a theoretical
model for economic behavior based on the assumption of strict economic
rationality of the agents concerned. Next, the formulation of the interrelations
between different factors may be deliberately oversimplified, perhaps in order
to make the application of the model to particular cases mathematically manage-
able. In addition, the class of phenomena with which the model is concerned
may be quite limited; for example, a theoretical model of decision making
under risk might be restricted to decisions which are made under rather arti-

29. This is true, for example, of Miller’s theoretical model of conflict behavior, which is

formulated in terms of comparative hypotheses such as “The tendencey to approach a goal
is stronger the nearer the subject is to it.” Miller (1951), p. 90.

includes presentations of mathematical models for various aspects of social behavior as well as
essays devoted to the analysis of particular models or to general problems concerning the
methodology of model construction. An excellent general account of the role of mathematical
models in the social sciences is given in Arrow (1951), and the symposia Society for Ex-
perimental Biology (1960) and International Union of History and Philosophy of Sciences
(1961) contain some interesting papers on the role of models in empirical science. The essay
Brodbeck (1959) includes illuminating observations on the character and the function of
theoretical models.
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ficial experimentally controlled conditions, and which are limited to a small
number of rather trivial options.

But such peculiarities can also be found in the field of physical theorizing,
and they do not bar the systems in question from the status of potentially
explanatory theories. However, a limited scope and only approximate validity
within that scope may severely restrict the actual explanatory and predictive
value of a theoretical model.

7. GENETIC EXPLANATION AND COVERING LAWS

The covering-law models have often been criticized on the ground that
while they may correctly represent the structure and the import of some of the
explanations put forward by empirical science, they fail to do justice to many
others. In the present section and in those that follow I propose to examine
some important modes and aspects of scientific explanation that have been cited
in support of this contention, and I will attempt to indicate what light the
covering-law conception can shed upon their logic and their force.

One explanatory procedure, which is widely used in history, though not
in history alone, is that of genetic explanation; it presents the phenomenon
under study as the final stage of a developmental sequence, and accordingly
accounts for the phenomenon by describing the successive stages of that
sequence.

Consider, for example, the practice of selling indulgences, in the form it
had taken when Luther was a young man. The ecclesiastic historian H. Boehmer
tells us that until the beginning of the twenticth century, “the indulgence was
in fact still a great unknown quantity, at sight of which the scholar would ask
himself with a sigh: “Where did it come from:’” An answer was suggested by
Adolf Gottlob, who tackled the problem by asking himself what led the popes
and bishops to offer indulgences. As a result, ... origin and development of
the unknown quantity appeared clearly in the light, and doubts as to its original
meaning came to an end. It revealed itself as a true descendant of the time of
the great struggle between Christianity and Islam, and at the same time a
highly characteristic product of Germanic Christianity.”™

According to this conception,? the origins of the indulgence date back to
the ninth century, when the popes were strongly concerned with the fight
against Islam. The Mohammedan fighter was assured by the teachings of his

1. Boehmer (1930), p. 91. Gottlob’s study, Kreuzablass und Almosenablass, was published
in 1906; cf. the references to the work of Gottlob and other investigators in Schwiebert
(1950), notes to chapter 10.

2. I am here following the accounts in Boehmer (1930), chapter 3 and in Schwiebert
(1950), chapter 10.
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religion that if he were to be killed in battle his soul would immediately go to
heaven, but the Christian had tofear that he might still be lost if he had not done
the regular penance for his sins. To allay these doubts, John VII, in 877, promised
absolution for their sins to crusaders who should be killed in battle. “Once the
crusade was so highly thought of, it was an easy transition to regard participation
in a crusade as equivalent to the performance of atonement. . . and to promise
remission of . .. penances in return for expeditions against the Church’s en-
emies.”? Thus, there was introduced the indulgence of the Cross, which granted
complete remission of the penitential punishment to all those who participated
in a religious war. “If it is remembered what inconveniences, what ecclesiastical
and civil disadvantages the ecclesiastical penances entailed, it is easy to under-
stand that penitents flocked to obtain this indulgence.”™ A further strong
incentive came from the belief that whoever obtained an indulgence secured
liberation not only from the ecclesiastical penances, but also from the cor-
responding suffering in purgatory after death. The benefits of these indulgences
were next extended to those who, being physically unfit to participate in a
religious war, contributed the funds required to send a soldier on a crusade.
In 1199, Pope Innocent III recognized the payment of money as adequate quali-
fication for the benefits of a crusading indulgence.

When the crusades were on the decline, new ways were explored of raising
funds through indulgences. Thus, there was instituted a “jubilee indulgence,”
to be celebrated every hundred years, for the benefit of pilgrims coming to
Rome on that occasion. The first of these indulgences, in 1300, brought in
huge sums of money, and the interval between successive jubilee indulgences
was therefore reduced to 50, 33, and even 25 years. And from 1393 on, the
jubilee indulgence was made available, not only in Rome, but everywhere in
Europe, through special agents who were empowered to absolve penitent
sinners upon receiving appropriate payment. The development went still
further: in 1477, a dogmatic declaration by Sixtus IV attributed to the indul-
gence the power of delivering even the dead from purgatory.

Undeniably, a genetic account of this kind can enhance our understanding
of a historical phenomenon. But its explanatory role seems to me basically
nomological in character. For the successive stages singled out for consideration
surely must be qualified for their function by more than the fact that they form
a temporal sequence and that they all precede the final stage, which is to be
explained: the mere enumeration in a yearbook of “the year’s important
events” in the order of their occurrence clearly is not a genetic explanation of
the final event or of anything else. In a genetic explanation cach stage must be

3. Boehmer (1930), p. 92.
4. Boehmer (1930), p. 93.
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shown to “lead to” the next, and thus to be linked to its successor by virtue of
some general principles which make the occurrence of the latter at least reason-
ably probable, given the former. But in this sense, even successive stages in a
physical phenomenon such as the free fall of a stone may be regarded as forming
a genetic sequence whose different stages—characterized, let us say, by the
position and the velocity of the stone at différent times—are interconnected
by strictly universal laws; and the successive stages in the movement of a steel
ball bouncing its zigzaggy way down a Galton Board® may be regarded as
forming a genetic sequence with probabilistic connections.

The genetic accounts given by historians are not, of course, of the purely
nomological kind suggested by these examples from physics. Rather, they com-
bine a certain measure of nomological interconnecting with more or less large
amounts of straight description. For consider an intermediate stage mentioned
in a genetic account. Some aspects of it will be presented as having evolved
from the preceding stages (in virtue of connecting laws, which often will be
no more than hinted at); other aspects, which are not accounted for by infor-
mation about the preceding development, will be descriptively added because
they are relevant to an understanding of subscquent stages in the genetic
sequence. Thus, schematically speaking, a genetic explanation will begin with
a pure description of an initial stage; thence, it will proceed to an account of
a second stage, part of which is nomologically linked to, and explained by, the
characteristic features of the initial stage, while the balance is simply added
descriptively because of its relevance for the explanation of some parts of the
third stage, and so forth.

The following diagram schematically represents the way nomological
explanation is combined with straightforward description in a genetic account

of this kind:
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Each arrow indicates a presumptive nomic connection between two suc-
cessive stages; it presupposes uniformities which as a rule are not stated fully

5. For a description of the device and a probabilistic analysis of its workings, see, for
example, Mises (1939), pp. 237-40.

6. This conception of the structure of genetic explanation in history is in basic accord
with that sct forth by Nagel (1961), pp. 564-68, in the context of a very substantial and compre-
hensive discussion of problems in the logic of historical inquiry. The presupposition of
connecting generalizations in historic-genetaic cxplanations is emphasized also in Frankel
(1959), p. 412 and in Goldstein (1958), pp. 475-79. On the role of “coherent narrative” vs.
covering-law explanation in natural history, sce also Goudge (1958).
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and explicitly, and which may be of the strictly universal kind or—more
likely—of a statistical kind. S, S,, ..., S, are sets of sentences expressing all
the information that the genetic account gives about the first, second, . ., nth
stage. For each of these stages except the first and the last, the information
thus provided falls into two parts: one—represented by S5, S’s, ..., S _—
describes those facts about the given stage which are explained by reference
to the preceding stage; the other—represented by D,, Dy, ..., D
tutes information about further facts which are adduced without explanation,

L 1——consti-
because of their explanatory significance for the next stage. It will hardly be
necessary to re-emphasize that this characterization of genetic explanation is
highly schematic; it is intended to exhibit the affinities which this procedure
has to nomological explanation on one hand and to description on the other.
In practice, these two components will often be hard to separate; instead of
neatly presenting a set of interconnecting but distinct stages in temporal
succession, a genetic account is likely to give descriptions of, and suggest
connections between, a great variety of facts and events that are spread over
a certain temporal range and are not easily grouped into clusters constituting
successive stages.

In our illustration the assumption of some connecting laws or lawlike
principles is indicated by the references to motivating factors; for example, the
explanatory claims made for the popes” desire to secure a fighting force or to
amass even larger funds clearly presupposes psychological assumptions about
the manner in which an intelligent individual will tend to act, in the lightof his
factual beliefs, when he secks to attain a given objective. Psychological uni-
formities are implicit also in the reference to the fear of purgatory as explaining
the eagerness with which indulgences were bought. Again, when one historian
observes that the huge financial success of the first jubilee indulgence “only
whetted the insatiable appetite of the popes. The period of time was variously
reduced from 100 to 50, to 33, to 25 years,”” the explanation thus suggested
rests on a psychological assumption akin to the idea of reinforcement by rewards.
But, of course, even if some formulation of this idea were explicitly adduced, the
resulting account would provide at the very most a partial explanation; it
could not show, for example, why the intervening intervals should have had
the particular lengths here mentioned.

Those factors which, in our illustration, are simply described or tacitly pre-
supposed as “brute facts,” to use Nagel’s phrase,® include, for example, the
relevant doctrines, the organization, and the power of the Church; the occur-
rence of the crusades and the eventual decline of this movement; and a great

7. Schwiebert (1950), p. 304.
8. Nagel (1961), p. 566.
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many additional factors which are not explicitly mentioned, but which have
to be understood as background conditions if the genetic account is to serve
its explanatory purpose.

Let us consider briefly another example of genetic explanation, taken from
Toynbee. In 1839 the principal maternity hospital in the city of Alexandria
was located on the grounds of the navy arsenal. “This sounds odd,” Toynbee
notes, “but we shall see that it was inevitable as soon as we retrace the sequence
of events that led to this at first surprising result.”’® Toynbee’s genetic account
is, briefly, as follows. By 1839 Mchmed ‘Ali Pasha, the Ottoman governor of
Egypt, had been at work for more than thirty years to equip himself with
effective armaments, and particularly with a fleet of warships in the Western
style. He realized that his naval establishment would not be self-sufficient
unless he was in a position to have his warships built in Egypt by native workers,
and that a competent group of Egyptian naval technicians could be trained only
by Western naval specialists, who would have to be hired for this purpose.
The governor therefore advertised for Western experts, offering them very
attractive salaries. But the specialists who applied for the positions were un-
willing to come without their families, and they wanted to be sure of medical
care that was adequate by Western standards. The governor therefore also
hired Western physicians to attend the naval experts and their families. The
doctors found, however, that they had time to do additional work; and,
“being the energetic and public-spirited medical practitioners that they were,
they resolved to do something for the local Egyptian population as well. . ..
Maternity work was obviously the first call. So a maternity hospital arose within
the precincts of the naval arsenal by a train of events which, as you will now
recognize, was inevitable.”"1°

Toynbee thus seeks to explain the initially odd fact in question by showing
how it came about “inevitably,” as the final stage of a sequence of intercon-
nected events; and he refers to the case as an example of the “process of one
thing leading to another”™in intercultural relations. But wherein lies the in-
evitability with which one thing leads to the next: At several points in Toynbee’s
account, the presumptive connection is suggested by the explanatory reference
to the motivating reasons of the agents; but these provide explanatory grounds
for the resulting actions only on the assumption that people motivated by such
and such reasons will generally act, or will tend to act, in certain characteristic
ways. Thus, the conception of one thing inevitably leading to another here
presupposes a connection by lawlike principles that hold for certain kinds of

9. Toynbee (1953), p. 75.
10. Ibid., p. 77.
11. Ibid., p. 75.
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human action. The character of such principles and the logic of the explana-
tions based on them will be examined more closely in sections 9 and 10 of this
essay.

I will now briefly consider some controversial issues concerning genetic
explanation in history on which the preceding considerations might shed some
light.

Dray has argued that genetic explanation in history has logical peculiarities
which can be thrown into relief by a comparison with what he calls “the model
of the continuous series.”’ 12 He illustrates the model by an account that explains
the stalling of an automobile engine by tracing it back to a leak in the oil
reservoir: as a result of the leak, the oil drained out, which deprived the cylin-
ders and pistons of lubrication, thus leading to frictional heating and expansion
of the pistons and cylinder walls, so that the metals locked tightly and the engine
stopped. Dray puts much emphasis on the claim that by revealing the mechan-
ism of the failure, this stepwise account provides an understanding that would
not be conveyed by citing a covering law linking the failure directly to the
leak: “Of course the engine seized up—and I say this because I can now envisage
a continuous series of happenings between the leak and the engine seizure which
themselves are quite understandable—as the original sequence ‘leak-to-seizure’
was not.”’13

If T understand it correctly, Dray’s defense of this claim rests to a considerable
extent on undeniable pragmatic differences between the two accounts: the
sequential account affords an insight that is not provided when the final stage
is immediately linked to the initial one. But this pragmaticdifferenceisassociated,
I think, with a non-pragmatic one which justifies the claim that the two accounts
differ in explanatory power. To sce this, let us, for the sake of the argument,
grant nomological status to the statement, L, that whenever the oil reservoir
of a properly built car develops a leak, its engine will fail. This law could then
be invoked for a low-level explanation of certain particular cases of engine
failure. The sequential account, on the other hand, traces the process through
a sequence of stages and presents each of these as governed by certain “sub-laws”,
as Dray calls them, such as those connecting the friction between pistons and
cylinder walls with heating and expansion of the metals. But an adequate set
of such laws will enable us not only to account for particular cases of engine
failure, but also to explain why the law L holds, i.c., why it is that an oil leak
in a properly built car generally leads to engine failure.

In the case of genetic explanation in history, there is an additional reason for

12. Dray (1957), pp. 66 ff.
13. Ibid., p. 08, italics the author’s. For observations in a similar vein and further illus-
trations, see Danto (1956), pp. 23-25.
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regarding an account by stages as essential for the achievement of understanding :
here we have no overall law which, in analogy to the law L of the preceding
example, links the final stage of the process immediately to the initial one. As
our schematic characterization indicates, the particular data about the initial
stage do not by themselves suffice to account for all specified aspects of the
final stage. To explain the latter, we need further data, and these are provided
in installments by the information about additional. “brute facts” in the de-
scriptions of the intervening stages.

Our construal of genetic explanation also does justice to the complaint
that the laws we might actually be able to adduce in the context of historical
explanation, including psychological and other laws of common experience,
prove trivial and inadequate when we try to account for the rich and distinctive
peculiarities which supposedly make historical events unique, and which are
therefore of special interest to the historian. Considering, for example, the
subtlety and complexity of some of the psychological explanations that have
been proposed for the actions of historical figures, this charge may be somewhat
overstated; but undeniably it has a good deal of merit. And the model just
outlined makes allowance for the difficuley by providing for the introduction
nto a genetic account of a more or less extensive mass of details which are
simply described, without being explained by reference to other particular
facts and connecting uniformities.

8. EXPLANATION-BY-CONCEPT

Another mode of explanation which presumably presents difficulties for
the covering-law conception has been pointed out by Dray, who considers its
role in historical inquiry. Dray calls it “explaining what” or “explanation-by-
concept,” on the ground that a request for an account of this kind typically
takes the form ‘what was it that happened in this case:’, and that the historian
“deals with it by offering an explanation of the form ‘it was a so-and-so’.”’1
Dray illustrates the idea by a passage from Ramsey Muir’s Short History of the
British Commonwealth. Tt describes certain changes that took place in late
cighteenth century England—such as the enclosure of agricultural lands, the
beginnings of industrial production, and the improvement of communication—
and then continues: “It was not merely an economic change that was thus
beginning; it was a social revolution.” Dray argues that though the historian
does not attempt to tell us here why or how the events under investigation
came about, his “assertion, ‘it was a social revolution’, is an explanation never-

1. Dray (1959), p. 403, italics the author’s,
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theless. It explains what happened as a social revolution.”? Dray characterizes
this kind of account as “explanation by means of a general concept rather than
a general law. For the explanation is given by finding a satisfactory classification
of what seems to require explanation.”® Dray adds that if any generalization
is essential to this kind of explanation, then it does not take the form of a
general law; for “what is to be explained is a collection of happenings or con-
ditions, x, y and z; and the relevant generalization would be of the form:
‘x, y and z amount to a Q’. Such an explanatory generalization is summative;
it allows us to refer to x, y and z collectively as ‘a so-and-so’. And historians
find it intellectually satisfying to be able to represent the events and conditions
they study as related in this way.”

But surely not every such representation can be regarded as explanatory:
the particular occurrences referred to by Muir, for example, might be truth-
fully but unilluminatingly classified also as changes involving more than 1000
persons and affecting an area of over 100 square miles. If there is explanatory
significance to characterizing x, y, and z collectively as a Q, it is because the
characterization implies that the particular cases fit into, or conform to, some
general pattern that is characteristic of Q.

I will illustrate this first by some examples which show, at the same time,
that the procedure in question is also used outside the domain of historiography.

Torricelli’s explanation of why a simple suction pump can raise water by
no more than 34 feet has been said to rest on the “conceptual scheme” of a
“sea of air” surrounding the earth.> But clearly that scheme has explanatory
force only because it assumes a nomic analogy between the sea of air and a sea
of water, namely, that “‘there would be an air pressure on all objects submerged
in this sea of air exactly as there is water pressure below the surface of the
ocean,” and that the pressure is determined by the weight of the column of
air above the object in question: this is indeed how Torricelli reasoned. Thus
the explanation by means of his conceptual scheme effects a subsumption of
the explanandum phenomenon under general hypotheses.

Next, as an example that shows a clear similarity to that cited by Dray,
consider the statement: ‘Otto’s running nose and inflamed eyes, and the red
spots surrounded by white areas that have just appeared on the mucous linings
of his cheeks are not just isolated occurrences: they are, all of them, symptoms
marking the onset of a full-blown case of the measles’. This diagnostic classifi-

. Ibid., italics the author’s.

. Dray (1959), p. 404, italics the author’s.
. Ibid., p. 406.

. Conant (1951), p. 69.

. Ibid.
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cation accounts for the particular complaints cited by pointing out that they
jointly conform to the clinical pattern of the measles; i.e., that they arc of
certain characteristic kinds and occur in a characteristic temporal order, that
they will be followed by further specific symptoms, and that the illness will
tend to take a certain characteristic course. To interpret a set of complaints
as manifestations of the measles is surely to claim that they fit into a certain
pattern of regularities (which will be of statistical rather than of strictly universal
form); and such an account accords with the covering-law conception of
explanation.

Or consider the “classification” of a particular sequence of lightning and
thunder as a case of a powerful electric discharge generating a violent disturbance
of the air. This does indeed have explanatory import, but clearly by virtue of
pointing out that the particular set of events showed the characteristics generally
exhibited by powerful discharges and by the disturbances they create in the
air; or, more precisely, that they conform to the laws characteristic of the sort
of phenomenon as an instance of which the particular case is classified or in-
terpreted.

In Dray’s quotation from Muir, the pronouncement ‘it was a social revo-
lution” similarly carries the suggestion that an explanatory diagnosis is being
offered—a suggestion that is reinforced by the following amplificatory passage,
which directly follows the sentence quoted by Dray: “The old, settled, stable
order which we described as existing in Britain in the middle of the cighteenth
century was being wholly transformed. ... But the full significance of this
change was as yet quite unrealized. Securely enthroned, the old governing
classes were wholly blind to the forces that were at work bencath their feet,
undermining the very foundations of their power, and making it inevitable
that sooner or later the political system should be readjusted to accord with
the change in the social order.”” We have here the suggestion of a diagnosis
or interpretation to the effect that the particular changes in agriculture, in-
dustrial production, and communications that Muir had described before
were carly manifestations of a larger process whose different phases are not
associated coincidentally, but with some inevitability. Thus again—if only
very vaguely and sketchily—the particular cases are assigned a place in a
comprehensive pattern of connections. Whatever explanatory significance
Muir’s statement may have—and to me, it scems rather slight—surely lics in
the suggestion of a diagnosis of the sort that is more plainly illustrated by
our preceding two illustrations, which conform, in broad outline, to the
covering-law conception.

7. Muir (1922), p. 123.
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Other examples of what Dray calls explanation-by-concept are provided
by the various interpretations of the American Civil War as the result of a
conspiracy by some Northern—or Southern—groups of “wicked men”; as
a quarrel between two rival regions; as a contest over types of government;
as an outgrowth of the “irrepressible conflict” between freedom and slavery;
as a basically economic contest; and so forth.® Each of these explanations of the
Civil War “as a so-and-so” attributes special or overriding causal significance
to factors of some special type and accordingly presupposes suitable nomic
connections in support of those assumptions.?

Dray explicitly acknowledges that “explanation-by-concept may some-
times in fact subsume the explicandum under law,”1¢ but holds that this is not
generally the case. Specifically, he takes issue with an earlier statement of mine
that “what is sometimes, misleadingly, called an explanation by means of a
certain concept is, in empirical sclence, actually an eXplanation in terms of
universal hypotheses containing that concept.”!* Against this view, Dray argues
as follows: “Presumably the law which lurks in the background when some-
thing is explained ‘as a revolution’ is one which would contain the concept
in its apodosis. ... But to explain, say, what happened in France in 1789. ‘as
a revolution” would surely not be equivalent to bringing it under any law of
the form, “Whenever C,, C,, ..., C, then a revolution’.”'? But my earlier
remark does not limit an explanation-by-concept to one general hypothesis,
nor does it limit the explanatory hypotheses to the type envisaged by Dray.
It applies as well, for example, to the explanation of certain complaints “‘as
symptoms of the measles,” which rests on general hypotheses to the effect that
if a person suffers from the measles, then he will exhibit symptoms of such a
kind; here, the explanatory concept is referred to in the protasis rather than
in the apodosis.

Or consider what might loosely be called “explaining the glow of a falling
meteorite as a case of intense heat generated by friction.” Here several laws are
involved, among them two to the effect that a body moving through air

8. On these different interpretations see, for example, Beale (1946).

9. The problem of weighting causal factors according to their relative importance in a
historical explanation is lucidly dealt with in Nagel (1961), pp. 582-88.

10. Dray (1959), p. 405, italics the author’s.

11. Hempel (1942), footnote 3, italics in the original. Homans has recently stressed
the same point in reference to sociology. He holds that much of modern sociological theory
fails to explain anything, partly because “much of it consists of systems of categories, or
pigeonholes, into which the theorist fits different aspects of social behavior. . . . but this in
itself is not enough to give it explanatory power. . .. The science also needs a set of general
propositions about the relations between the categories, for without such propositions
explanation is impossible.” Homans (1961), p. 10.

12. Dray (1959), p. 404.
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encounters friction and that friction generates heat; so that the explanatory
concepts might be said to figure partly in the protasis, partly in the apodosis
of the corresponding general laws.

Dray’s own example is stated so sketchily that it is difficult to appraise the
explanation supposedly achieved. A statement characterizing what happened
in France in 1789 as a revolution would seem to provide a very vague de-
scription rather than any explanation of those events. Some explanatory import
might be claimed if the concept of revolution were understood in a restricted
technical sense implying perhaps a sequence of characteristic stages in the
process, or certain characteristic changes in the structure of political power, or
the like; then some of the particular events of 1789 might be shown to conform
to the patterns implied by the given concept of revolution and might thus be
regarded as partly explained by it. But in this case, the explanation would
evidently be achieved by reference to the implied uniformities.

In sum, then, an explanatory use of concepts must always rely on corres-

ponding general hypotheses.

9. DISPOSITIONAL EXPLANATION

Another kind of explanation that has been held to defy a covering-law
analysis invokes in a characteristic manner certain dispositional properties of
the objects or agents whose “behavior” is to be accounted for; I will refer to this
procedure as dispositional explanation.

The familiar method of explaining human decisions and actions in terms
of purposes, beliefs, character traits, and the like is basically of this kind; for
to ascribe to an agent such motivating factors is to assign to him certain more
or less complex dispositional characteristics: this has been argued in detail by
Ryle!, whose ideas have had great influence on the discussion of the subject.
Explanations by motivating reasons will be examined in some detail in
scction 10. In the present section we will consider the logical structure of some
dispositional explanations in physics and compare it with that of explanations
by covering laws.

Consider first an example discussed by Ryle. When a window pane shatters
upon being struck by a stone, the breaking of the glass can be causally explained,
according to Ryle, by pointing out that a stone hit it; but we often seek an
cxplanation in a different sense: “We ask why the glass shivered when struck
by the stone and we get the answer that it was because the glass was brittle.”2

1. See especially Ryle (1949).
2. Ryle (1949), p. 88.



[458] SCIENTIFIC EXPLANATION

Here the explanation is achieved, not by specifying an independent event
“which stood to the fracture of the glass as cause to effect” ? but by attributing
to the glass a certain dispositional property, brittleness. To ascribe this property
to a particular window pane is, at least by implication, to assert a general hy-
pothesis, roughly to the effect that if at any time the pane is sharply struck by
any physical body, or is sharply twisted by any agent, it will fly into fragments.
But while thus being general in character, a dispositional statement nevertheless
also mentions a particular individual, such as the window pane. In this respect,
dispositional statements differ from general laws, which Ryle construes as
making no mention of individuals at all. To indicate their resemblance to
general laws and also their difference from them, Ryle calls dispositional state-
ments “law-like.”

It should be noted, however, that neither of the two kinds of explanation
here distinguished by Ryle is sufficient by itself to account for the given event.
The report that the pane was struck by a stone explains its being broken only
n conjunction with the additional information that the pane was brittle: it is
in virtue of the general hypothesis implied by this dispositional attribution
that being hit by the stone becomes a cause rather than an accidental antecedent
in regard to the breaking of the pane. Similarly, the dispositional statement
can explain the breaking of the glass only when taken in conjunction with the
report that the glass was sharply struck; and indeed, as we saw, Ryle himself
describes the dispositional statement as explaining “why the glass shivered when
struck by the stone,” and not simply why the glass shivered. Thus either of the
two explanations here distinguished is ncomplete and requires complementa-

3. Ibid.

4. For details, sec Ryle (1949), pp. 43-44, 89, 120-25. Strictly speaking, the intended dis-
tinction between law-like sentences and general laws cannot be satisfactorily explicated
in terms of whether or not the sentences in question “mention particular things or persons,”
as Ryle (loc. cit., p. 123) puts it; for explicit mention of an individual can be circumvented by
rephrasing. For example, the general sentence “All places on the surface of the carth within
100 miles of the North Pole are cold’ would count as law-like because it mentions the North
Pole. Yet it can be rephrased as ‘All polar places arc cold’, where ‘polar’ is used as synonymous
with ‘lying on the surface of the earth within 100 miles of the North Pole’ ; and under the con-
templated criterion, the rephrasal would have to be counted as a general law because it does
not mention (i.e., it does not contain a designation of) any partciular person, place, or
thing. For a fuller discussion of the issuc ¢f. Hempel and Oppenheim (1948), scction 6 and
Goodman (1955), especially chapters 1 and 3. Note, incidentally, that Goodman uses the term
‘lawlike’ in a sense quite different from Ryle’s, namely, to refer to sentences having all the char-
acteristics of a law, except for possibly being false (loc. cit., p. 27). To avoid a lengthy di-
gression, we will here forego an attempt to offer a more adequate explication of the impor-
tant distinction made by Ryle, and will consider the idea as intuitively sufficiently clear
for our present purposes.
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tion by the other. Jointly, they provide an adequate account, which might
be schematically formulated as follows:

(C)  The pane was sharply struck by a stone at time ,
(L) For any time ¢ it is the case that if the pane is sharply struck at ¢,
(9.1) then it breaks at ¢

(E) The pane broke at ¢,

This account is a deductive-nomological explanation except for invoking
a law-like statement instead of a completely general law. In this latter respect,
the argument is in good company: Galileo’s and Kepler’s laws, for example,
surely are used for explanatory purposes; and yet the former, when fully
stated, specifies that its formula applies to free fall near the surface of the earth,
and it thus mentions an individual object; while Kepler’s laws, as originally
conceived, refer to the motions of the planets of one particular object, the
Sun. To be sure, these laws have since been subsumed under the Newtonian
laws of motion and of gravitation, which are of completely general form.
A similar step is possible in the example of the broken window, where the
statement ‘the pane was brittle’ may be replaced in the explanatory argument
by a completely general hypothesis, ‘All glass is brittle (under standard con-
ditions)’, and the singular statement ‘The pane was made of glass (and was
under standard conditions)’.

However, currently available theories do not enable us to perform this sort
of subsumption under strictly general laws or theoretical principles for all law-
like statements, and especially for all statements ascribing psychological dis-
positions to individuals. But one other step can always be taken even in these
cases: instead of putting the explanatory dispositional statement into the form
of a generalization mentioning a particular individual in the manner of L
in (9.1), We can express it by two scparate statements: a singular one, asserting
that the given individual has the dispositional property in question, say, D;
and a completely general one characterizing the disposition D. In the case of
(9.1), this would amount to replacing the sentence L, by the following two:

(Cy) The pane was brittle at time #,.

(Ls) Any brittle object, if sharply struck at any time, breaks at that time.

It might be objected that the only general statement which occurs in the
resulting modification of (9.1), namely L,, does not have the character of an
empirical law about brittle objects, but rather that of a dcfnition of brittleness;
and that accordingly, the explanatory force of the argument continues to
reside in the attribution of brittleness to a particular pane, and thus in the law-
like statement L; rather than in a gencral law about all brittle objects.
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This objection carries some weight when a dispositional characteristic repre-
sents just one kind of law-like behavior, such perhaps as breaking under specified
impact. But a dispositional characteristic, say M, of the kind invoked for
explanatory purposes can usually manifest itself in a variety of symptomatic
ways, depending on the circumstances.® For example, magnetization of an
iron bar can manifest itself by the fact that iron filings will cling to its ends;
but also by the fact that one of its ends will attract the north pole, the other
one the south pole of a compass needle; and no less by the fact that if the bar
is broken in two, each of the parts will display the two kinds of disposition just
described for the whole bar. Many of the “symptom statements” thus char-
acterizing some peculiar way in which M may manifest itsclf might be regarded
as expressing cither a necessary or a sufficient condition for the presence of M,
and M itsclf might be referred to as a broadly dispositional characteristic. To
such characteristics the objection at hand does not apply, as I will now try to
show.

Symptom sentences expressing necessary conditions for M might take the
following form:

(9.2a) Ifan object or individual x has the property M, then under test conditions,
or stimulus conditions, of kind S;, x will regularly respond in manner
R;; under conditions S,, in manner R,; and so on.

Symptom sentences expressing sufficient conditions for M might correspond-
ingly take the form:

(9.2b) If x is in conditions of kind S?, then if x responds in manner R, x has the
property M; if x is in S2, then if x responds in manner RZ, x has the
property M; and so on.®

Each symptom sentence of cither type may be regarded as expressing
a partial criterion of application for the term "M’

The construal of symptom statements as expressing strictly necessary or
strictly sufficient conditions for M is an oversimplification in many cases. For
example, in medical symptom statements and in the formulation of partial
criteria for character traits, beliefs, desires, etc., the connection between

5. That the attribution of a disposition usually implies many hypothetical proposi-
tions has been stressed by Ryle (1949), pp. 43-44. Earlier, a much fuller formal study of the
logic of such broadly dispositional concepts had been carried out by Carnap in his essay
“Testability and Meaning” (1936-37), esp. Part 2, which specifically provided for the possi-
bility of introducing a scientific term by means of a set of reduction sentences, each of which
is a symptom sentence in our sense. For a more recent discussion, which sheds further light
on the issues here considered, sce also Carnap (1956).

6. The two types of symptom sentences, or partial criteria of application, here considered
correspond to the two basic types of “reduction sentences” in Carnap’s study (1936-37);
see especially section 8, “Reduction Sentences.”
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M and its symptomatic manifestations will often have to be conceived as

probabilistic in character. In this case, the symptom sentences might take the

following statistical forms, which are counterparts to (9.2a) and (9.2b) above:

(9.3a) For objects or individuals that have the property M and are under test
conditions of kind §; (S,, .. .), the statistical probability of responding
in manner Ry (Ry,...)is 7 (ry, .. .).

(9.3b) For objects or individuals that are under test conditions of kind St
(8% ...) and respond in manner R* (R2, . ..), the statistical probability
of possessing the property M is r’ (t", .. .).

For the sake of full concentration on the basic issues presently under dis-
cussion, however, we will limit our attention, for the time being, to broadly
dispositional traits M characterized by non-probabilistic symptom sentences of
the forms (9.2a) and (9.2b).

Let U be the set of all symptom sentences for M. This sct evidently implies
a sentence, expressible in terms of ‘R,’,‘S,,'R,’,S,y, ..., ‘RY,‘SV ‘R ‘S§¥, . .
to the effect that any x satisfying some onc of the sufficient conditions for M as
specified in U also satisfies any onc of the necessary conditions for M as specified
in U.” As will be shown presently, this statement normally has the character
of a general empirical law: and if the symptom statements for M thus jointly
have empirical implications, they clearly cannot all be claimed to hold true
simply by definitional fiat.®

To illustrate by reference to an carlier example: one of the necessary condi-
tions for an iron bar being magnetic might be:

(9.4a) If an iron bar x is magnetic then if iron filings are placed close to x
(condition ), the filings will cling to its ends (response R,).

And one of the sufficient conditions might be:

(9.4b) If an iron bar x is in the vicinity of a compass needle (condition S1)
then if one of its ends attracts the north pole of the needle and repels
the south pole, whercas the other end shows the opposite behavior
(response RY), then x is magnetic (has property M).

But jointly, these two symptom sentences imply the general statement that
any iron bar which satisfics the compass needle condition also satisfies the iron
filings condition: and this surely is not a definitional truth, but a statement that
has the character of an cmpirical law.

Thus, as a rule, the sct U of symptom statements for a broadly dispositional

7. This statement is equivalent to what Carnap calls the “representative sentence” of the
sct U of reduction sentences for M; for it “represents, so to speak, the factual content” of U.
See Carnap (1936-37), pp. 451.

8. This point is lucidly argued and illustrated, by reference to the broadly dispositional
concept of a person wanting a certain state of affairs, in Brandt and Kim (1963), pp. 428-29.
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term has empirical consequences. But then it would be quite arbitrary to
construe some of those symptom statements as analytic-definitional and to
assign to others the status of empirical laws.® For this would amount to decrecing
that the former were not liable to modification if empirical cvidence should
be found to conflict with the laws implied by the set U; but in empirical
science no statements other than logical and mathematical truths can be re-
garded as enjoying such unqualified immunity. Accordingly, the total set of
symptom statements is more appropriately regarded as part of the system of
general laws governing the concept in question.

Suppose, now, that in order to explain why a given particular object or
individual / behaved in a certain manner, say Ry, it is pointed out that i was in
a situation of kind S, and that i has a broadly dispositional property M whose
presence is characterized by the disposition to respond to S; in manner Ry, to S,
in manner R,, to Sy in manner Ry, and so on. This explanatory argument may
then be schematized as follows:

(C,) i was in a situation of kind S,
(Cy) i has the property M
(9.5) (L) Any x with the property M will, in a situation of kind S;, behave

in manner R,

(E) i behaved in manner Ry

This account is clearly of deductive-nomological form; for the general
statement L, as we have just noted, has to be accorded the status of an empirical
law rather than that of a “mere definition.”

But the preceding account of “dispositional explanation” calls for some
further qualification. What has been said so far might suggest, for example,
that to ascribe to an iron bar the “broadly dispositional property” of being
magnetic is tantamount to attributing to it a set of simple dispositions, each
of them characterized, in the sense reflected by our symptom statements, by
the association of some specific kind of manifest “response” with certain
manifest “stimulus conditions.” This would be too simpleaconception, however.
For the general physical statements pertaining to the property of being magnetic
include, besides such symptom statements, also certain general laws which
represent no dispositional tendencies, and which are no less characteristic of
the concept of being magnetic than are the pertinent symptom statements.
Among them is the law that a moving magnetic field will produce an electric
field, which implies that in a closed wire loop near a moving magnet an electric
current will be induced, which in turn implics a general statement concerning

9. On this point, see also pp. 113-115 in this volume.
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the response made by an ammeter which is put into a closed wire loop near
a moving magnet. This last statement may be regarded as a further symptom
statement for the property of being magnetic, but it should be noted that the
symptom here specified is associated with the property of being magnetic by
virtue of theoretical principles connecting the given characteristic with other
theoretical concepts, such as that of electric and magnetic fields and their
interrelations. Thus, when a concept like that of a magnet functions in a theory,
then, in applying it to some particular object, we are not simply attributing to
this object a set, however extensive, of dispositions to display certain kinds of
observable response under given, observable stimulus conditions: the assignment
also has various theoretical implications, including the attribution of other
“broadly dispositional” characteristics.

These observations concerning the theoretical aspects of broadly dispo-
sitional concepts also will be found relevant to an analysis of the explanatory role
of motivating reasons, which forms the subject of the next section.

10. THE CONCEPT OF RATIONALITY AND THE LOGIC OF
EXPLANATION BY REASONS

10.1 Two Aspects oF THE CONCEPT OF RATIONALITY. In the present section,
I propose to examine the logic of the familiar method of accounting for
human decisions and actions in terms of motivating reasons—a method widely
held to be entircly different from the explanatory procedures of the natural
sciences and to defy analysis by means of the covering-law models.

In an explanation by motivating reasons the idea of rationality usually
plays an important role; and I will therefore begin with some remarks on this
concept. To quahfy a given action as rational is to put forward an empirical
hypothesis and a critical appraisal. The hypothesis is to the effect that the action
was done for certain reasons, that it can be explained as having been motivated
by them. The reasons will include the ends that the agent presumably sought to
attain, and the belicfs he presumably entertained concerning the availability,
propricty, and probable effectiveness of alternative means of attaining those
ends. The critical appraisal implied by the attribution of rationality is to the
effect that, judged in the light of the agent’s belicfs, the action he decided upon
constituted a reasonable or appropriate choice of means for achieving his end.
These two aspects of the concept of rational action will now be examined in

turn.

10.2 RaTtionNALiTY As A NorMATIVE—CRriTicAL ConcepT. The clarification of
the critical, or normative, idea of rational action calls for the statement of clear
criteria of rationality which might provide us with standards for appraising
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the rationality of particular actions, and which might thus also guide us in
making rational decisions.

Rationality in this sense is obviously a relative concept. Whether a given
action—or the decision to perform it—is rational will depend on the objectives
the action is mcant to achieve and on the relevant empirical information
available at the time of the decision. Broadly speaking, an action will qualify if,
on the given information, it offers optimal prospects of achicving its objectives.
Let us now consider more closely the key concepts invoked in this character-
ization: the concepts of the information basis and of the objectives of an action,
and finally that of rationality relative to a given basis and given objectives.

If we are to choose a rational coursc of action in pursuit of given ends, we will
have to take into account all available information concerning such matters
as the particular circumstances in which the action is to be taken; the different
means by which, in these circumstances, the given ends might be attained; and
the side-cffects and aftereffects that may be expected from the use of different
available means.

The total empirical information available for a given decision may be
thought of as represented by a set of sentences, which I will call the information-
basis of the decision or of the corresponding action. This construal of the em-
pirical basis for a decision takes account of an obvious but important point:
to judge the rationality of a decision, we have to consider, not what empirical
facts—particular facts as well as general laws—are actually relevant to the
success or failure of the action decided upon, but what information concerning
such facts is available to the decision-maker. Indeed, a decision may clearly
qualify as rational cven though it is based on incomplete or false empirical
assumptions. For example, the historian, precisely in order to present an action
by a historical figure as rational, will often have to assume—and may well be
able to show on independent grounds—that the agent was incompletely in-
formed, or that he entertained false beliefs concerning relevant empirical
matters.

But while the information basis of a rational action thus need not be true,
should there not at lcast be good reasons for believing it true: Should not the
basis satisfy a requirement of adequate cvidential support: Some writers do
consider this a necessary condition of rational action, and this view is indeed
quite plausible. For example, as one of its recent advocates, Quentin Gibson,
points out: “If somcone were, carefully and deliberately, to walk round a
ladder because he believed, without cvidence, that walking under it would
bring him bad luck, we would not hesitate to say that he acted irrationally.”™

1. Gibson (1960), p. 43. Chapters 4 and 14 of Gibson’s work include many illuminating
observations on the questions examined in this section.
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No doubt we often understand rationality in this restricted sense. But if we
wish to construct a concept of rational action that might later prove useful in
explaining certain types of human behavior, then it scems preferable not to
impose on it a requirement of evidential support; for in order to explain an
action in terms of the agent’s reasons, we need to know what the agent believed,
but not necessarily on what grounds. For example, an explanation of the behavior
of Gibson’s ladder-shunner in terms of motivating rcasons would have to
invoke the man’s superstitious beliefs, but not necessarily the grounds on which
he holds them; and the man may well be said to be acting quite reasonably,
given his belicfs.

From the information basis of a decision I now turn to its objectives. In
very simple cases, an action might be construed as intended to bring about a
particular state of affairs, which I will call the end state. But even in such simple
cascs, some of the courses of action which, according to the information basis,
are available and are likely to bring about the end state, may nevertheless be
ruled out because they violate certain general constraining principles, such as
moral or legal norms, contractual commitments, social conventions, the rules
of the game being played, or the like. Accordingly, the contemplated action
will be aimed at achieving the end state without such violation. What I will
call its fotal objective may then be characterized by a set E of sentences describing
the intended end state, in conjunction with a set N of constraining norms.

Again, as in the case of the empirical basis, I will not impose the requirement
that there must be “good rcasons” for adopting the given ends and norms:
rationality of an action will be understood in a strictly relative sense, as its
suitability, judged by the given information, for achieving the specified objec-
tive.

How can such suitability be defined: For decision situations of the simple
kind just contemplated, a characterization can readily be given: if the inform-
ation basis contains general laws by virtue of which certain of the available
actions would be bound to achieve the total objective, then, clearly, any one of
those actions will count as rational in the given context. If the information basis
does not single out any available action as a sufficient means for attaining the
objective, it may yet assign a numerical probability of success to each of the
different available actions; in this case, any action will count as rational whose
probability of success is not exceeded by that of any available alternative.

For many problems of rational decision, however, the available information,
the objectives, and the criteria of rationality cannot be construed in this simple
manner. Our construal becomes inapplicable, in particular, when the objective
of a proposed action does not consist in attaining a specified end state. This is
quite frequently the case, as we will now sce.
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To begin with, even when a particular end state is aimed at, the available
information will often indicate that there are several alternative ways of defin-
itely or probably attaining it, each attended by a different set of side-effects
and aftereffects which are not part of it. Some of these anticipated incidental
consequences will be regarded as more or less desirable, others as undesirable.
In a theoretical model of such decision situations the total goal must accordingly
be indicated, not simply by describing the desired end state, but by specifying
the relative desirability of the different total outcomes that may result from the
available courses of action.

In the mathematical theory of decision-making, various models of rational
choice have been constructed in which those desirabilities are assumed to be speci-
fied in numerical terms, as the so-called utilities of the different total outcomes.

The case in which the given information basis also specifies the ‘probabil-
ities? of the different outcomes is called decision under risk. For this case, one
criterion of rationality has gained wide acceptance, namely that of maximizing
expected utility. The expected utility which, on the given information, is
associated with a contemplated course of action is determined by multiplying,
for each possible outcome of the action, its probability with its utility, and
adding the products. An action, or the decision to perform it, then qualifies
as rational if its expected utility is maximal in the sense of not being exceeded
by the expected utility of any alternative action.

Another decision problem which has been the subject of mathematical
study, and which is of considerable philosophic interest, is that of decision
under uncertainty. Here it is assumed that the given information basis indicates
the different available courses of action and specifies for each a set of mutually
exclusive and jointly exhaustive possible outcomes, without, however, assigning
probabilities to them;? finally, each of the possible outcomes is assumed to have

2. The probabilities and utilities here referred to are subject to certain mathematical re-
quirements which cannot be discussed in the context of the present paper. The classical
statementis given in von Neumann and Morgenstern (1947) ; lucid presentations of the require-
ments, and of the reasons underlying them, will be found in Luce and Raiffa (1957), chaps.
1-4 and in Baumol (1961), chaps. 17 and 18. Among the questions passed over here is the very
important one of how the concept of the probability of outcomes should be understood in
the context of decision theory. For a large class of problems the familiar statistical construal
of probability as a long-run relative frequency will be practically sufficient, and the current
mathematical theory of games and decisions does rely on it to a large extent. Alternative con-
ceptions have been proposed, however, Among them are Carnap’s concept of inductive
or logical probability (¢f. Carnap (1950), (1962)) and the concept of personal probability (cf.
Savage (1954), especially chaps. 3 and 4).

3. Strictly spcaking, this situation cannot arisc on a theory of inductive logic, such as
Carnap’s, according to which the given empirical information, whatever it may be, always
assigns a definite logical probability to cach of the statements describing one of the possible
outcomes.
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been assigned a utility. By way of illustration, suppose that you are offered as a
present the metal ball that you will obtain by one single drawing made, at
your option, from one of two urns. You are given the information that the
metal balls are of the same size; that the first urn contains platinum balls and
lead balls in an unspecified proportion; and the second urn, gold and silver
balls in.an unspecified proportion. Suppose that the utilities you assign to
platinum, gold, silver, and lead are in the ratio of 1000:100:10:1. From which
urn is it rational to draw: Several quite different criteria of rational choice under
uncertainty have been set forth in recent decision theory. Perhaps the best-
known of them is the maximin rule; it directs us to maximize the minimum
utility, i.e., to choose an action whose worst possible outcome is at least as good
as the worst possible outcome of any alternative. In our example, this calls
for a drawing from the second urn; for at worst, it will give you a silver ball,
whereas the worst outcome of a drawing from the first urn would give you a
lead ball. This rule clearly represents a policy of extreme caution, reflecting
the pessimistic maxim: act on the assumption that the worst possible outcome
will result from your action.

An alternative policy, expressed by the so-called maximax rule, reflects the
optimistic expectation that our action will lead to the best possible outcome;
it directs us to choose a course of action whose best possible outcome is at
least as good as the best possible outcome of any alternative action open to us.
In our example, the proper decision under this rule would be to draw from the
first urn; for at best this will give us a platinum ball, whereas a drawing from the
second urn can at best yield a gold ball.

Various interesting alternative rules have been proposed for the case of
decision under uncertainty, but for our purposes it is not necessary to consider
them here.?

The mathematical models here briefly characterized do not offer us much
help for a rational solution of the grave and complex decision problems that
confront us in our daily affairs. For in these cases, we are usually far from having
the data required by our models: we often have no clear idea of the available
courses of action, nor can we specify the possible outcomes, let alone their
probabilities and utilities. In contexts, however, where such information is
available, mathematical decision theory has been applied quite successfully
even to rather complicated problems, for example, in industrial quality control
and some phases of strategic planning.

But whatever their practical promise, these models contribute, I think, to
the analytic clarification of the concept of rational action. In particular, they

4. Accounts of those rules can be found, for example, in Luce and Raiffa (1957), chap.
13 and in Baumol, chap. 19.
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throw into relief the complex, multiply relative, character of this concept; and
they show that some of the characterizations of rational action which have been
put forward in the philosophical literature are of a deceptive neatness and sim-
plicity. For example, Gibson, in his careful and illuminating study, remarks:
“there may be various alternative ways of achieving an end. To act rationally. . .
is to select what on the evidence is the best way of achieving it”;> and he refers
to “an elementary logical point—namely, that, given certain evidence, there
can only be one correct solution to the problem as to the best way of achieving
a given end.”’® Gibson ofters no criterion for what constitutes the best solution;
but surely, what he asserts here is not an elementary logical point, and indeed
it is not true. For, first, even when the decision situation is of a kind for which
one definite criterion of rational choice may be assumed to be available and
agreed upon—for example, the principle of maximizing expected utilities—
then that criterion may qualify several different courses of action as equally
rational. Secondly, and more importantly, there are various kinds of decision,
such as decision under uncertainty, for which there is not even agreement on a
criterion of rationality, where maximin opposes maximax and both are
opposed by various alternative rules.

Itis important to bear in mind that the different competing criteria of ration-
ality do not reflect differences in the evaluation of the various ends which, on
the given information, are attainable: all the competing rules here referred to
presuppose that the utilities of those ends have been antecedently fixed. Rather,
the different decision rules-or criteria of rationality reflect different inductive
attitudes, and in some cases, as we saw, different degrees of optimism or pessi-
mism as to what to expect of the world, and correspondingly different degrees
of boldness or caution in the choice of a course of action.

The diversity of conflicting rules proposed for decision under uncertainty
suggests the question whether it might not be possible to specify some unique
sense of rationality which is independent of such differences of outlook, and
which can be shown to be more adequate than the conceptions of rationality
reflected by the competing criteria we have mentioned. The prospects of
specifying such a sense are dim indeed, and this again is indicated by some
results of mathematical decision theory. Specifically, it is possible to formulate
a set of general desiderata, or conditions of adequacy, for any proposed decision
rule, and to show that though each of the desiderata appears perfectly reasonable
and, so to speak, “essential” to rational choice, nevertheless (i) every decision
rule that has been proposed in the literature violates one or more of the desi-
derata, and, indeed (ii) despite their intuitive plausibility, the desiderata arc

5. Gibson (1960), p. 160, italics the author’s.
6. Gibson (1960), p. 162.
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logically incompatible.” This result certainly must serve as a warning against
the assumption that the idea of rationality, or of the best way to act in a given
situation, is reasonably clear, and that the formulation of criteria which make
the notion explicit is a basically trivial, though perhaps tedious, explicatory
task.

The considerations here outlined concerning the critical or normative
notion of rationality have important implications for the explanatory use of
the idea of rational action, as we will now sce.

10.3 RATIONALITY AS AN ExpLANATORY Concepr. Human actions are often
explained in terms of motivating rcasons. The preceding considerations suggest
that a full statement of those reasons will have to indicate the agent’s objectives
as well as his beliefs about the means available to him and their probable con-
sequences. And the explanation will aim at showing that the action was to be
expected in view of those objectives and beliefs. Such explanatory accounts
rest therefore, as Peters has put it, on the “concealed assumption” that “men
are rational in that they will take means which lead to ends if they have the
information and want the ends.”® Here, then, the concept of rationality is used
in an explanatory hypothesis. Let us now examine the logic of such explanations.

10.3.1 Dray’s Concept of Rational Explanation. As our point of departure let us
choose Dray’s stimulating and suggestive study of such explanations and
particularly of their role in historical inquiry®—astudy which led himto conclude
that “the explanation of individual human behavior as it is usually given in
history has features which make the covering law model peculiarly inept.”10
Dray refers to the kind of explanation here referred to, namely, explanation
by motivating rcasons, as rational explanation because, as he says, it “displays
the rationale of what was done” by offering “a reconstruction of the agent’s
calculation of means to be adopted toward his chosen end in the light of the
circumstances in which he found himself. To cxplain the action we need to
know what considerations convinced him that he should act as he did.”1
But Dray attributes to rational explanation a further characteristic, which
clearly assigns an essential role to the evaluative or critical concept of rationality.
According to him, the “goal of such explanation is to show that what was done
was the thing to have done for the reasons given, rather than merely the thing

7. For details sce Luce and Raiffa (1957), chap. 13, especially sections 3 and 4.

8. Peters (1958), p. 4, italics supplied. For another statement concerning the explanatory

and predictive use of the assumption of rationality, ¢f. Gibson (1960), p. 164.
9. Sce cspecially Dray (1957), chap. 5 and Dray (1963).

10. Dray (1957), p. 118.
11. Dray (1957), pp. 124 and 122, italics the author’s.
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that is done on such occasions, perhaps in accordance with certain laws.”1

Hence, “Reported reasons, if they are to be explanatory in the rational way,
must be good reasons at least in the sense that if the situation had been as the
agent envisaged it. . . then what was done would have been the thing to have
done.” To show that the agent had good reasons for his action, a rational
explanation must therefore invoke, not a general empirical law, but a “principle
of action,” which expresses “a judgment of the form: ‘When in a situation of
type Cy. .. C, the thing to do is x”.”# Thus, such explanations contain “an
element of appraisal of what was done.” And it is precisely in this reliance
on a principle of action expressing a standard of appropriateness or rationality
that Dray sees the essential difference between rational explanations and those
accounts which explain a phenomenon by subsuming it under covering general
laws that describe certain uniformities but do not appraise.

Dray does not further specify the character of the “situations” referred to
in his principles of action; but in order to do justice to his intent, those situa-
tions must surely be taken to include such items as (i) the end the agent sought
to attain, (i) the agent’s beliefs concerning the empirical circumstances in
which he had to act and concerning the means available to him for the attainment
of his objective, (iii) moral, religious, or other norms to which the agent was
committed. For only when these items are specified does it make sense to raise
the question of the appropriateness of what the agent did in the given situation.

It seems fair, then, to say that according to Dray’s conception, a rational
explanation answers a question of the form ‘why did agent A do X2’ by offering
an explanans of the following type (instcad of Dray’s ‘C; ... C,, we write
‘C’ for short, bearing in mind that the situation thus referred to may be very
complex):

A was in a situation of type C
In a situation of type C the appropriate thing to do is X

But this construal of rational explanation presupposes a criterion of ration-
ality which, for the given kind of situation, singles out one patticular course
of action as the thing to do: and as we saw earlier this presupposition is highly
questionable.

More importantly however, even if such a criterion were available, an
account of the form here considered cannot possibly explain why A4 did X.
For according to the requirement of adequacy set forth in section 2.4 of this
essay, any adequate answer to the question why a given event occurred will

p- 124.

p- 120, italics the author’s.
p. 132, italics the author’s.
p- 124, italics the author’s.

12. Dray (1957),
13. Dray (1957),
14. Dray (1957),
15. Dray (1957),
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have to provide information which, if accepted as true, would afford good
grounds for believing that the event did occur. Now, the information that
agent A was in a situation of kind C and that in such a situation the rational
thing to do is x, affords grounds for believing that it would have been rational
Jfor A to do x, but no grounds for believing that 4 did in fact do x.16 To justify
this latter belief, we clearly need a further explanatory assumption, namely
that—at least at the time in question—A was a rational agent and thus was
disposed to do whatever was rational under the circumstances.
But when this assumption is added, the answer to the question “Why did

A do x?" takes on the following form:

A was in a situation of type C

A was a rational agent
(Schema R) In a situation of type C, any rational agent will do x

Therefore, A did x

This schema of rational explanation differs in two respects from what I
take to be Dray’s construal: first, the assumption that A was a rational agent
is explicitly added; and second, the evaluative or appraising principle of action,
which specifies the thing to do in situation C, is replaced by an empirical
generalization stating how rational agents will act in situations of that kind.
Thus, Dray’s construal fails just at the point where it purports to exhibit a
logical difference between explanations by reference to underlying reasons and
explanations by subsumption under general laws, for in order to ensure the
explanatory efficacy of a rational explanation, we found it necessary to replace
Dray’s normative principle of action by a statement that has the character of a
general law. But this restores the covering-law form to the explanatory account.

That the appraising function which Dray considers essential for rational
explanation has no explanatory import is shown also byit}}s consideration:
Doubts concerning a given explanation in terms of a ‘specified rationale
could not significantly be expressed in the form ‘Was X actually the thing to
do under the circumstances?’, but they might well take the form ‘Was A4
actually inclined to regard X as the thing to do?’. Accordingly, it would be
irrelevant to argue, in defense of a proposed explanation, that X was indeed
(by some theoretical standard of rationality) “the thing to do,” whereas it
would be distinctly relevant to show that 4 was generally disposed to do X
under circumstances of the specified kind. And the explanatory import of this

16. The same objection has been raised, in effect, by Passmore, in the following com-

“

ment on Dray’s conception: . . . explanation by reference to a ‘principle of action’ or a ‘good
reason’ is not, by itself, explanation at all. ... For a reason may be a ‘good reason’—in the
sense of being a principle to which one could appeal in justification of one’s action—without
having in fact the slightest influence on us.” Passmore (1958), p. 275, italics the author’s.



[ 472 ] SCIENTIFIC EXPLANATION

latter information would be completely independent of whether the contem-
plated action did or did not conform to the explainer’s—or the questioner’s—
standards of rationality.

In thus disagreeing with Dray’s analysis of rational explanation, I do not
wish to deny that an explanatory account in terms of motivating reasons may
well have evaluative overtones: what I maintain is only that whether a critical
appraisal is included in, or suggested by, a given account, is irrelevant to its
explanatory force; and that an appraisal alone, by means of what Dray calls
a principle of action, cannot explain at all why A4 did in fact do x.

10.3.2 Explanation by Reasons as Broadly Dispositional. The notion of rational
agent invoked in Schema R above must of course be conceived as a descriptive-
psychological concept governed by objective criteria of application; any
normative or evaluative connotations it may carry with it are inessential for
its explanatory use. To be sure, normative preconceptions as to how a truly
rational person ought to behave may well influence the choice of descriptive
criteria for a rational agent—just as the construction of tests, and thus the selec-
tion of objective criteria, for intelligence, verbal aptitude, mathematical
aptitude, and the like will be influenced by pre-systematic conceptions and
norms. But the descriptive-psychological use of the term ‘rational agent’ (just
like that of the terms IQ’, ‘verbal aptitude’, ‘mathematical aptitude’, and the
like) must then be governed by the objective empirical rules of application
that have been adopted, irrespective of whether this or that person (e.g., the
proponent of a rational explanation or the person to whom it is addressed)
happens to regard those objective rules as conformable to his own normative
standards of rationality.

By whatever specific empirical criteria it may be characterized, rationality
in the descriptive-psychological sense is a broadly dispositional trait; to say of
someone that he is a rational agent is to attribute to him, by implication, a
complex bundle of dispositions. Each of these may be thought of as a tendency
to behave—uniformly or with a certain probability—in a characteristic way
under conditions of a given kind, whose full specifications may have to include
information about the agent’s objectives and beliefs, about other aspects of
the psychological and biological state he is in, and about his environment. To
explain an action in terms of the agent’s reasons and his rationality is thus to
present the action as conforming to those general tendencies, or as being a
manifestation of them.!” According as the sentences expressing the tendencies

17. This construal is in basic agreement, of course, with the general conception set forth
in Ryle (1949). Fora lucid characterization, in accordance with Ryle’s ideas, of the force of

explanations referring to an agent’s wants, intentions, and plans, see Gardiner (1952), PartIV,
section 3; and ¢f- also the expository and critical discussion in Dray (1957), pp. 144 and passim.



Aspects of Scientific Explanation [473]

in question are of strictly universal form or of a statistical form such as (9.3a),
or (9.3b), the resulting dispositional explanation will be deductive or inductive-
probabilistic in character. But in any event it will subsume the given particular
case under a general uniformity. However, this brief general characterization
must now be amplified and must also be qualified in certain points of detail.

To begin with, the dispositions implied by the psychological concept of
rational agent are not simply dispositions to respond to specifiable external
stimuli with certain characteristic modes of overt behavior. They differ in this
respect from at least some of the dispositions implied when we say of a person
that he is allergic to ragweed pollen; for to say this is to imply, among other
things, that he will exhibit the symptoms of a head cold when exposed to the
pollen. When we call someone a rational agent, we assert by implication that
he will behave in characteristic ways if he finds himself in certain kinds of
situation; but such situations cannot be described simply in terms of environ-
mental conditions and external stimuli; for characteristically they include the
agent’s objectives and his relevant beliefs. To mark this difference, we might say
that the dispositions implied by attributing rationality to a person are higher-
order-dispositions; for the beliefs and ends-in-view in reponse to which, as it
were, a rational agent acts in a characteristic way are not manifest external
stimuli but rather, in turn, broadly dispositional features of the agent. Indeed,
to attribute to someone a particular belief or end-in-view is to imply that in
certain circumstances he will tend to behave in certain ways which are indicative
or symptomatic of his belief or his end-in-view.

There is yet another reason why we must avoid an overly narrow dispo-
sitional construal of an agent’s beliefs, objectives, and rationality; and the
qualified phrase ‘broadly dispositional’ is meant to serve as a reminder of this
point as well: a statement attributing to a person certain objectives or beliefs
or the property of being a rational agent, implies, but is not equivalent to, a set
of other statements attributing to the person certain clusters of dispositions.

To elucidate and support thisview, I will first adduce an analogous case from
physics. To say of a body that it is electrically charged or that it is magnetic is
to attribute to it, by implication, bundles of dispositions to respond in character-
istic or symptomatic ways to various testing procedures. But this does not
exhaust what is being asserted; for the concepts of electric charge, magnetization,
and so on are governed by a network of theoretical principles interconnecting
a large number of physical concepts. Conjointly, these theoretical principles
determine an indefinitely large set of empirically testable consequences, among
them various dispositional statements which provide operational criteria for
ascertaining whether a given body is electrically charged, magnetic, and the
like. Thus, the underlying theoretical assumptions contribute essentially to
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what is being asserted by the attribution of those physical properties. Indeed, it
is only in conjunction with such theoretical background assumptions that a
statement attributing an electric charge to a given body implies a set of dis-
positional statements; whereas the whole set of dispositional statements does
not imply the statement about the charge, let alone the theoretical background
principles.

Now, to be sure, the psychological concepts that serve to indicate a person’s
beliefs, objectives, moral standards, rationality, and so forth, do not function
in a theoretical network comparable in scope or explicitness to that of electro-
magnetic theory. Nevertheless, we use those psychological concepts in a manner
that clearly presupposes certain similar connections—we might call them
quasi-theoretical connections.*® For example, we assume that the overt behavior
shown by a person pursuing a certain objective will depend on his beliefs; and
conversely. Thus the attribution to Henry of the belief that the streets are
slushy will be taken to imply that he will put on galoshes only on suitable
assumptions about his objectives and indeed about his further beliefs,”® such
as that he wants to go out, wants to keep his feet dry, believes that his galoshes
will serve the purpose, is not in too much of a hurry to put them on, and so on.
This plainly reflects the assumptions of many complex interdependencies
among the psychological concepts in question. And it is these assumptions
which determine our expectations as to what behavioral manifestations, in-
cluding overt action, a psychological trait will have in a particular case.

To reject the construal of those characteristics as simply bundles of behavioral
dispositions is not to conjure up again the ghost in the machine, so deftly and
subtly exorcised by Ryle and earlier—more summarily, but on basically similar
grounds—by the logical behaviorism of Carnap.2’ The point is rather that in
order to characterize the psychological features in question, we have to consider
not only their dispositional implications, which provide operational criteria
for attributing certain beliefs, objectives, and the like; we must also take account
of the quasi-theoretical assumptions connecting them. For these, too, govern
the use of those concepts, and they are not logically implied by the sets of dis-
positional statements associated with them.

18. Some plausible quasi-theoretical principles for the concept of an agent having a
certain objective, or ‘““wanting” a certain state of affairs, are set forth by Brandt and Kim
(1963), p. 427, who suggest that the concept “wants” might helpfully be viewed as a theo-
retical construct. Tolman (1951) presents, in somewhat schematic and programmatic outline,
a psychological model theory of action which includes among its “intervening variables”
the “Belief-Value Matrix™ as well as the “Need System” of the agent, but which also, quite
rightly, considers the external conditions in which the action takes place.

19. On this point, ¢f. Chisholm (1962), pp. 513 ff. and especially p. 517.

20. See Ryle (1949); Carnap (1938) and, for a more technical account, Carnap (1936-37).
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10.3.3 Epistemic Interdependence of Belief Attributions and Goal Afttributions.
The quasi-theoretical connections just referred to give rise to a problem that
requires at least brief consideration. For our purposes it will suffice to examine
one form of it, which is of fundamental importance to the idea of rational ex-
planation. What sorts of dispositions do we attribute to a person by impli-
cation when we assert that he has certain specified objectives or beliefs: The
statement that Henry wants a drink of water implies, among other things, that
Henry is disposed to drink a liquid offered him—provided that he believes it
to be potable water (and provided that he has no overriding reasons for re-
fusing it). Thus, ascription of an objective here has implications concerning
characteristic overt behavior only when taken in conjunction with ascriptions
of appropriate beliefs. Similarly, in our earlier example, the hypothesis that
Henry believes the streets to be slushy implies the occurrence of characteristic
overt behavior only when taken in conjunction with suitable hypotheses about
Henry’s objectives.

Indeed, it seems that a hypothesis about an agent’s objectives generally can
be taken to imply the occurrence of specific overt action only when conjoined
with appropriate hypotheses about his beliefs, and vice versa. Hence, strictly
speaking, an examination of an agent’s behavior can serve to test assumptions
about his beliefs or about his objectives, not separately, but only in suitable
pairs. That is, belief attributions and goal attributions are epistemically inter-
dependent.

This fact does not make it impossible, however, to ascertain a person’s
beliefs or his objectives. For often we have good antecedent information about
one of the interpendent items, and then a hypothesis about the other may be
tested by ascertaining how the person acts in certain situations. For example, if
we have good grounds for the assumption that our man is subjectively honest,
that he endeavors to “tell the truth”, then his answers to our questions may
afford a reliable indication of his beliefs. Conversely, we are often able to test
a hypothesis about a person’s objectives by examining his behavior in certain
critical situations because we have good reason to assume that he has certain
relevant beliefs.

But the epistemic interdependence here referred to does raise the question
whether an explanation by motivating reasons ever requires the explanatory
assumption that the acting person was, at least at the time in question, a rational
agent. How this question arises can be seen by taking a closer look at the test
criteria for belief attributions and for goal attributions.

Suppose we know an agent’s beliefs and wish to test the hypothesis that he
wants to attain goal G. Just what sort of action is implied by this hypothesis:
The criterion used in such cases seems to be roughly this: if A actually wants
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to attain G then he will follow a course of action which, in the light of his
beliefs, offers him the best chance of success. In the parlance of our earlier
discussion, therefore, the test of our goal attribution appears to presuppose the
assumption that A will choose an action that is rational relative to his objectives
and beliefs. This would mean that the way in which we use a person’s actions
as evidence in ascertaining his goals has the assumption of rationality built right
into it. An analogous comment applies to the way in which we normally
use the actions of a person whose objectives we know as evidence in ascertaining
his beliefs.2* But this seems to discredit the construal of rational explanation
as involving, in the manner suggested in Schema R, an explanatory hypothesis
to the effect that the person in question was a rational agent. For the consider-
ations just outlined suggest that this hypothesis is always made true by a tacit
convention implicit in our test criteria for the attribution of motivating ob-
Jectives and beliefs to the agent. If this is generally the case, then the assumption
of rationality could not possibly be violated; any apparent violation would be
taken to show only that our conjectures about the agent’s beliefs, or those
about his objectives, or both, were mistaken. And, undeniably, such will in
fact often be our verdict.

But will it always be so: I think there are various kinds of circumstances in
which we might well retain our assumptions about the agent’s beliefs and
objectives and abandon instead the assumption of rationality. First of all,
in deciding upon his action, a person may well overlook certain relevant items
of information which he clearly believes to be true and which, if properly
taken into account, would have called for a different course of action. Second,
the agent may overlook certain aspects of the total goal he is secking to attain,
and may thus decide upon an action that is not rational as judged by his objec-
tives and beliefs. Third, even if the agent were to take into account all aspects
of his total goal as well as all the relevant information at his disposal, and even
if he should go through a deliberate “calculation of means to be adopted toward
his chosen end” (to repeat an earlier quotation from Dray), the result may still fail
to be arational decision because of some logical flaw in his calculation. Clearly
there could be strong evidence, in certain cases, that an agent had fallen short of
rationality in one of the ways here suggested; and indeed, if his decision had
been made under pressure of time or under emotional strain, fatigue, or other
disturbing influences, such deviations from rationality would be regarded as
quite likely. (This reflects another one of the quasi-theoretical connections
among the various psychological concepts that play a role in explanations by
reasons or by motives.)

21. Cf., for example, the discussion in Churchman (1961), pp. 288-91, which illustrates
this point.
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In sum then, rationality of human actions is not guaranteed by conventions
implicit in the criteria governing the attribution of goals and beliefs to human
agents; there may be good grounds for ascribing to an agent certain goals and
beliefs and yet acknowledging that his action was not rationally called for by
those goals and beliefs.

10.3.4 Rational Action as an Explanatory Model Concept. For further clarification
of the role that the assumption of rationality plays in explanations by motivating
reasons, it may be illuminating to ask whether the concept of rational agent
might not be viewed as an idealized explanatory model comparable to the
explanatory concept of an ideal gas, that is, a gas conforming exactly to Boyle’s
and Charles’s laws. No actual gas strictly satisfies those laws; but there is a wide
range of conditions within which many gases conform very closely to the
account the model gives of the interrelations between temperature, pressure,
and volume. Moreover, there are more general, but less simple laws—such
as van der Waals’, Clausius’, and others—which explain to a large extent the
deviations from the ideal model that are exhibited by actual gases.

Perhaps the concept of a rational agent can be similarly regarded as an
explanatory model characterized by an “ideal law,” to the effect that the agent’s
actions are strictly rational (in the sense of some specific criterion) relative to
his objectives an: beliefs. How could this programmatic conception be imple-
mented: How could an explanatory model of rational action be precisely
characterized, and how could it be applied and tested:

As noted earlier, the concept of rationality is by on means as clear and
unequivocal as is sometimes implied in the literature on rational explanation.
But let us assume that the proposed explanatory use of the concept is limited, to
begin with, to cases of a relatively simple type for which some precise criterion
of rationality can be formulated and incorporated into our model.

Then there is still the question of how to apply the model to particular
instances, how to test whether a given action does in fact conform to the criterion
of rationality the model incorporates. And this raises a perplexing problem.
The problem is not just the practical one of how to ascertain an agent’s beliefs and
actions in a given case, but the conceptual one of what is to be understood by
the beliefs and objectives of an agent at a given time, and by what logical means
they might be properly characterized. Let me amplify this briefly.

A person must surely be taken to hold many beliefs of which he is not
conscious at the time, but which could be elicited by various means. Indeed, a
person may be held to believe many things he has never thought of and perhaps
never will think of as long as he lives. If he believes that seven and five are
twelve we would surely take him to believe also that seven speckled hens and



[478] SCIENTIFIC EXPLANATION

five more make twelve speckled hens, although he may never consciously
entertain this particular belief. Generally, a man will be taken to believe certain
things that are consequences of other things he believes; but surely he cannot
be taken to believe all those consequences since, to mention but one reason,
his logical perspicacity is limited.

Hence, while in a theoretical model of the normative or critical concept of
rational decision the information basis may be construed as a set of statements
that is closed under an appropriate relation of logical derivability, this assump-
tion cannot be transferred to an explanatory model of rational decision. In
particular, a person may well give his believing assent to one of a pair of logically
equivalent statements but withhold it from the other—although both express
the same proposition. It seems clear, therefore, that the objects of a person’s
beliefs cannot be construed to be propositions each of which may be represented
by any one of an infinite set of equivalent statements: in specifying an agent’s
beliefs, the mode of its formulation is essential. (This peculiarity seems closely
akin to what Quine has called the referential opacity of belief sentences.)2

Presumably, then, in an explanatory model conception of rational action,
the agent’s beliefs should be represented by some set of sentences that is
not closed under logical derivability. But what set: For example, should a
person’s belief-set be taken to include all sentences to which he could be induced
to assent by pertinent questions and arguments, no matter how numerous or
complex: Clearly such construal is unwarranted if we are interested in specifying
a set of beliefs that can be regarded as motivating factors in explaining an action
done by the agent. Where the boundary line of the belief-set is to be drawn—
conceptually, not just practically—is a puzzling and obscure question.

Similar observations apply to the problem of how to characterize an agent’s
total objectives in a given decision situation.

Consequently, though in a normative-critical model of decision, rationality
is always judged by reference to the total information basis and the
total objective specified, it would be self-defeating to incorporate into an
explanatory model of rational action the principle that a rational agent acts
optimally, as judged by specified criteria, on the basis of his total set of objec-
tives and beliefs: this notion is simply toc obscure.

10.3.5 The Model of a Consciously Rational Agent. A way out seems to be sug-
gested by the observation that many explanations present an action as determined

22. Cf. Quine (1960), section 30; and see also sections 35, 44, 45, which deal further with
the problems of a logically adequate construal of belief-attributions. Several of these prob-
lems, and similar ones concerning the construal of goal-attributions, are searchingly ex-
amined in Scheffler (1963), Part I, section 8.



Aspects of Scientific Explanation [479]

by reasons which presumably the agent took consciously into account in
making his decision. Let us say that a person is a consciously rational agent (at a
certain time) if (at that time) his actions are rational (in the sense of some
clearly specified criterion) relative to those of his objectives and beliefs which
he consciously takes into account in arriving at his decision.

By way of exploring the potential applicability of this model of a consciously
rational agent, let us consider Bismarck’s cditing of the so-called Ems telegram,
which played a crucial role in touching off the war between France and Prussia
in 1870. Political relations between the two nations had been strained by France’s
strong opposition to the prospect, which for some time seemed likely, of a
Hohenzollern prince accepting the throne of Spain. Bismarck had hoped that
this issue might provide Prussia with a casus belli against France; but the prince
resigned his candidacy, and the prospect of a military conflict with France
secemed to vanish. At this juncture a French emissary approached King William
of Prussia, who was staying at the spa of Ems, with the request that the king
rule out resumption of the candidacy for all future times. The king declined
this and informed Bismarck of the incident in a telegram in which he indicated
no ruffled feclings but simply sought to convey his reasons for refusing the
request. The king explicitly left it to Bismarck to decide whether to publish
the content of the telegram. Bismarck scized the opportunity to edit the text for
publication in a manner calculated to induce France to go to war. The reasons
behind this action have been discussed by many writers, including Bismarck him-
self.

In his memoirs,2® Bismarck states, first of all, his reasons for seeking war
against France. Among these are his concern to preserve Prussia’s national
honor; his belief that otherwise the resulting loss of prestige would gravely in-
terfere with the development of a German Reich under Prussian leadership;
the expectation that a national war against France would scrve to bridge the
differences between many of the German nations Bismarck sought to unitc;
and the information, provided by the chicf of the General Staff, that in view
of Prussia’s state of military preparcedness no advantage was to be expected
from deferring the outbreak of war. Bismarck concludes this part of his account
with the words: “All these considerations, conscious and unconscious, strength-
ened my opinion that war could be avoided only at the cost of the honour of
Prussia and of the national confidence in it. Under this conviction I made use of
the royal authorization . . . to publish the contents of the telegram; and . ..
I'reduced the telegram by striking out words, but without adding or altcring.”’2*

23. Bismarck (1899), pp. 97 ff. The text of the King’s telegram is quoted on p. 97, that of
the edited version on pp. 100-101.
24. Bismarck (1899), p. 100.
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The edited version of the Ems telegram created the impression that the
king had treated the French emissary in an insulting manner. In his memoirs,
Bismarck candidly states his reasons for this choice of means toward his end:
he expected that the edited text would “have the effect of a red rag upon the
Gallic bull. Fight we must. . . . Success, however, essentially depends upon the
impression which the origination of the war makes upon us and others; it is
important that we should be the party attacked, and this Gallic overweening
and touchiness will make us if we announce in the face of Europe . . . that we
fearlessly meet the public threats of France.”? The publication of the edited
text had the effect Bismarck had expected: in Paris it was taken as a national
insult, and the French Cabinet decreed mobilization.

As for the explanatory force of Bismarck’s own account or of those given
by various historians, let us note first that no matter how illuminating a state-
ment of motivating reasons may be, it cannot, and does not purport to, shed
light on one very important aspect of Bismarck’s action, namely, why the
thought of editing the text occurred to him in the first place. In the context
of our explanation by reasons, the statement that it did occur to him is simply
offered as an explanatory datum, as part of the requisite specification of what
courses of action the agent believed were open to him. Thus the explanatory
account we have surveyed can claim at most to answer the question: given
that the possibility occurred to Bismarck, why did he choose that course of
action?

Let us consider now to what extent the explanation here outlined conforms
to the model of a consciously rational action. First of all, it does represent
Bismarck as having arrived at his decision as a result of a careful deliberation
concerning the best available means toward his end of provoking France into
going to war. The account indicates further that in the given situation, Bismarck
believed several courses of action open to him: publication of an edited version
of the telegram; publication of the original text; and no publication at all. In
his estimate the first alternative, and it alone, was likely to have the desired
effect. Hence if the list of motivating considerations is factually correct and com-
plete in the sense of omitting none of the possibilities actually contemplated
by Bismarck, then the account shows that his action was that of a consciously
rational agent, and that relative to his belicfs and objectives it was rational in the
sense of one of the simplest criteria mentioned in section 10.2.

Actually, however, the account is not likely to be strictly complete. For
example, Bismarck must have considered, however briefly, some alternative
courses of action—among them, different ways of editing the text—which are

25. Bismarck (1899), p. 101.
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not mentioned in his own statement nor in the accounts given by various other
writers who have dealt with the matter. The available studies suggest that
Bismarck may have fleetingly entertained the possibility of releasing the relevant
information to all Prussian embassies but not to the press for publication. Thus,
there are good reasons to doubt that the available accounts are actually as
complete as would be necessary to exhibit Bismarck’s action as consciously
rational. In defense of the presumptive omissions, it might be argued that
greater completeness would have been pedantic and gratuitous, for does not
the very fact that Bismarck chose to publish an edited version suffice to show
that even if he should have entertained alternatives other than those explicitly
mentioned, he dismissed them as less promisingz This is indeed quite a plausible
way of defending the claim that among all the possible actions he considered,
Bismarck chose what in his estimate was the optimal one; but as far as this
argument is relied on, the rationality of Bismarck’s decision is safeguarded by
tacitly building it into our construal of Bismarck’s expectations: he could not
have expected much of the alternatives or clse he would have acted differently.

Thus, though in the case of the Ems telegram an unusually large amount of
apparently reliable information on the motivating reasons is available, and
though Bismarck’s decision scems to have been arrived at by cool and careful
dcliberation, the rigorous requirements of the model of consciously rational
action arce not completely satisfied.

There are other cases which perhaps come even closer to the “ideal” of the
model. Consider, for example, a competent engineer who sceks an optimal
solution to a problem of design for which the range of permissible solutions is
clearly delimited, the relevant probabilities and utilities are precisely specified,
and even the criterion of rationality to be employed (e.g., maximization of
expected utilities) is explicitly stated. In this case, the objectives and beliefs
that determine the engineer’s decision may be taken to be fully indicated by the
specification of the problem; and by applying to the engineer the explanatory
model of a consciously rational agent (whose standard of rationality is that
specified in the given problem) we can explain—or predict—his arriving at a
solution, or set of solutions, which is identical with the theoretically optimal
one.

The broadly dispositional property of conscious rationality need not, and
indeed cannot, be conceived as an enduring trait. A man may be disposed to
act with conscious rationality at some times, when psychological and environ-
mental conditions are favourable, yet fail to do so at other times, when dis-
turbing external circumstances or such factors as fatigue, pain, or preoccu-
pation with other matters prevent strictly rational deliberation. But similarly,
a given body of gas may bechave “ideally” at certain times, when it is at high
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temperature and under low pressure, yet nonideally at other times, when the
circumstances are reversed.

However, while for a given body of gas the conditions of near-ideal
behavior can be stated with considerable precision in terms of just a few quanti-
tative parameters, the conditions under which a given individual will come very
close to acting with conscious rationality can be indicated only vaguely and
by means of a long, and open-ended, list of items which includes environmental
as well as physiological and psychological factors. Very broadly speaking, the
explanatory model concept of consciously rational action will be applicable
in those cases where the decision problem the agent seeks to solve is clearly
structured and permits of a relatively simple solution, where the agent is
sufficiently intelligent to find the solution, and where circumstances permit
carcful deliberation free from disturbing influences.28

The idea of a consciously rational agent, with its very limited scope of
application, does not offer the only way in which a model concept of rational
decision might be put to explanatory and predictive use. One interesting
alternative has been put forward in a study by Davidson, Suppes, and Siegel.27
These investigators present an empirical theory of human choice which is
modeled on the mathematical model of decision under risk and incorporates
the hypothesis that the choices made by human subjects will be rational in the
precise sense of maximizing expected utilitics.

As might be anticipated, the rigorously quantitative character of the theory
has the price of limiting its applicability to decisions of a rather simple type,
which permit of strict experimental control. In the authors test of the theory,
the subjects had to make a series of decisions each of which called for a choice
between two options. Eachoption offered the prospect of either gaining aspecified
small amount of money orlosing some otherspecified small amount, depending
on the outcome of a certain random experiment, such as rolling a regular die
with peculiar markings on its faces. The random experiments, their possible
outcomes, and the corresponding gains or losses were carcfully described to the
subject, who then made his choice.

The results of this experiment conformed quite well to the hypothesis that
the subjects would choose the option with the greater expected utility, where
the expected utility of an option is computed on the basis of theoretically
postulated subjective probabilitics and utilitics which the different outcomes
have for the choosing individual. The theory proposed by the authors provides
an objective, if indirect, method for the simultancous and independent measure-
ment of such subjective probabilitics and utilitics for a given agent. Experimental

26. Cf. also the observations in Gibson (1960), pp. 165-68, which bear on this point.
27. Davidson, Suppes, and Siegel (1957).
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study shows that the subjective probability which a specified outcome possesses
for a given subject is not, in general, equal to its objective probability, even
though the subject may know the latter; nor are the subjective utilities pro-
portional to the corresponding monetary gains or losses. Indeed, a person
normally will be entirely unaware of the subjective probabilities and utilities
which, on the theory under consideration, the possible outcomes possess for him.

Thus, as far as the theory is correct, it gives a quite peculiar twist to the
idea of rational action: though the subjects make their choices in clearly struc-
tured decision situations, with full opportunity for antecedent deliberation
and even calculation, they act rationally (in a precisely defined quantitative
sense) relative to subjective probabilities and utilities which they do not know,
and which, therefore, they cannot take into account in their deliberations. They
act rationally in the sense of acting as if they were trying to maximize expected
utilities. Here, then, we seem to have a type of conscious decision which is
nonconsciously rational with quantitative precision.

10.3.6 The “Rationality” of Nondeliberative Actions. Explanation by Unconscious
Motives. Many purposive actions are taken without prior conscious deliberation,
without any calculation of means to be chosen toward the attainment of an
envisaged end; and yet such actions are often accounted for in terms of moti-
vating reasons. Dray, who specifically includes such accounts in the scope of
his analysis, argues that his conception of rational explanation is applicable to
any purposive action, on the ground that “in so far as we say an action is pur-
posive at all, no matter at what level of conscious deliberation, there is a cal-
culation which could be constructed for it: the one the agent would have gone
through if he had had time, if he had not seen what to do in a flash, if he had
been called upon to account for what he did after the event, etc. And it is by
cliciting some such calculation that we explain the action” 28

But the explanatory significance of reasons or calculations constructed
in this manner is certainly puzzling. If an agent arrives at his decision “in a flash”
rather than by deliberation then it scems false to say that the decision can be
accounted for by some argument which the agent might have gone through
under more propitious circumstances, or which he might produce later if
called upon to account for his action; for, by hypothesis, no such argument was
in fact gone through by the agent at the crucial time; considerations of appro-
priateness or rationality played no part in shaping his decision, and an ex-
planation in terms of such deliberations or calculations is simply fictitious.

Nevertheless I think Dray has a point in viewing some nondeliberative

28. Dray (1957), p. 123.
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actions as akin to those which are decided upon by careful deliberation. For
“rational explanations” of such actions may be viewed as broadly dispositional
accounts invoking certain behavior patterns which the agent acquired by a
learning process whose initial phases did involve conscious reflection and delib-
eration. Consider, for example, the complex set of maneuvers required in
driving a car through heavy traffic, in using a sewing machine, or in performing
a surgical operation: all these are learned by training processes which initially
involve more or less complex deliberation, but which eventually come to be
performed automatically, with little or no conscious reflection, yet often in a
manner that the agent would have chosen if he had given the matter adequate
thought. Accordingly, a particular action of this kind might be explained, not
by a constructed calculation which in fact the agent did not carry out, but by
exhibiting it as a manifestation of a general behavioral disposition which the
agent has learned in the manner just suggested.2?

The attempt to explain a given action by means of motivating reasons faces
another well-known difficulty: it will frequently result in a rationalization
rather than an explanation, especially when it relies on the reasons adduced by
the agent himself. As G. Watson remarks, “Motivation, as presented in the
perspective of history, is often too simple and straightforward, reflecting the
psychology of the Age of Reason. . . . Psychology has come ... to recognize
the enormous weight of irrational and intimately personal impulses in conduct.
In history, biography, and in autobiography, especially of public characters,
the tendency is strong to present ‘good’ reasons instead of ‘real’ reasons.”’3
Accordingly, as Watson goes on to point out, it is important, in examining
the motivation of historical figures, to take into account the significance of such
psychological mechanisms as reaction formation, “the dialectic dynamic by
which stinginess cloaks itself in generosity, or rabid pacifism arises from the
attempt to repress strong aggressive impulses.”31

Increasing awareness that actions may be prompted to a considerable extent
by motivating factors of which the agent is not conscious has prompted some
historians to place strong emphasis on a more systematic use of the ideas of
psychoanalysis or related depth-psychological theories in the context of his-

29. Scheffler (1963), pp. 115-16, has suggested in a similar fashion that an interpre-
tation in terms of learning may illuminate some types of teleological statements about
human behavior. On this point, sce also the highly relevant article Suppes (1961); and f.
Gibson (1960), pp. 157-58, where a dispositional construal of nondeliberately rational acts
is presented.

30. Watson (1940), p. 36.

31. Ibid. For some suggestive observations from a psychoanalytic point of view on
the notion of “rationalization” in specifying the motives for an action, ¢f. F. Alexander
(1940).
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torical explanation. W. L. Langer’s presidential address before the American
Historical Association in 1957,% is a forceful statement of and plea for, this
program.

Similar considerations have led some philosophical writers on motivation
to distinguish, in explanations of a person’s action, between “his reasons’ for
doing what he did and “the reasons” or “the real reasons” for his action.3
In his illuminating study of historical explanation, Gardiner makes this ob-
servation on the latter notion: “In general, it appears safe to say that by a man’s
‘real reasons’ we mean those reasons he would be prepared to give under
circumstances where his confession would not entail adverse consequences to
himself. An exception to this is the psycho-analyst’s usage of the expression
where different criteria are adopted.””3* But if Gardiner is right in his character-
ization of what is ordinarily understood by a man’s real reasons for acting
the way he did, then surely the historian in search of reasons that will correctly
explain human actions will have to forego reliance on “real reasons” in the
ordinary sense if psychological and other investigations show that they do not
yield as adequate an understanding of human actions as does an interpretation
in terms of less familiar conceptions, including perhaps a theory of subconscious
motivation. That such a reorientation is in fact needed has been strongly urged
by Langer: “Viewed in the light of modern depth psychology, the homespun,
commonsense psychological interpretations of past historians, even some of the
greatest, seem woefully inadequate, not to say naive. Clearly the time has come
for us to reckon with a doctrine that strikes so close to the heart of our own
discipline.”®

As for the notion of the “real reasons” for a given action, I would say then,
first, that psychological or historical explanation cannot be bound by the use
of that notion in everyday discourse. But secondly, I doubt that the character-
ization which Gardiner suggests in an expressly tentative fashion does full
justice even to what we mean in ordinary language when we speak of the
real reasons that prompted a given action. For the idea of subconscious motives
is quite familiar in our time, and we are therefore prepared to say in ordinary
discourse that the reasons given by an agent may not be the “real reasons”
behind his action, even if his statement is subjectively honest and he has no
grounds to expect adverse consequences. And no matter whether an expla-

32. Langer (1958). For observations in a similar vein, see chap. 3 of Hughes (1964) and
Mazlish’s Introduction to the anthology, Mazlish (1963), which includes a number of specific
examples of psychoanalytically inspired interpretations of historical materials.

33. See, for example, Peters (1958), pp. 3-9 and passin.

34. Gardiner (1952), p. 136.

35. Langer (1958), p. 90. Peters (1958), p. 63, explicitly notes that an unconscious wish
might constitute “the reason” for a man’s action.
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nation of human actions is attempted in ordinary language or in the technical
terms of some theory, the overriding criterion for what—if anything—should
count as a “real,” and thus explanatory, reason for a given action is surely
not to be found by examining the way in which the term ‘real reason’ has thus
far been used, but by investigating what conception of real reasons would
yield the most satisfactory explanation of human conduct. Ordinary usage
gradually changes accordingly.

The logical structure of explanations in terms of subconscious motives and
processes is again broadly dispositional in the sense we considered earlier: the
ascription of such motives amounts to attributing to the agent certain broadly
dispositional characteristics, and the reference to subconscious mechanisms or
to psychodynamic processes reflects the assumption of laws or theoretical
principles involving those characteristics. To say this is not, however, to imply
that all psychoanalytic interpretations that have actually been offered meet the
basic requirements for scientifically adequate dispositional explanations. In
fact, the empirical or operational criteria of application for psychoanalytic
concepts, and the theoretical principles in which these concepts function, are
often not nearly as clear as is desirable in the interest of objective applicability
and testability.*® But it should not be forgotten that in this respect common-
sense motivational explanations, too, often leave much to be desired, and fur-
thermore, that efforts are being made to put psychoanalytic and similar con-
ceptions into a methodologically more satisfactory form.

10.3.7 A Note on Causal Aspects of Dispositional Explanations. It is often held
that explanations in terms of motivating reasons, learned skills, personality
traits, and the like, being dispositional in character, are for this reason noncausal.
But this thesis seems to me misleading. For, first of all, as is shown by schemata
(9.1) and (9.5), a dispositional explanation invokes, in addition to the appro-
priate dispositional property M, also the presence of circumstances, say S, in
which the property M will manifest itself by the symptom—say, behavior of
the kind R—whose occurrence is to be explained. For example, the attribution
of venality to an agent will explain his having committed treason only in
conjunction with suitable further assumptions, such as that he was offered a
large bribe, which in virtue of his venal propensity led to the act in question.
Here the offer of a bribe, in analogy to the impact of the stone in (9.1), may
be said, in everyday parlance, to have caused the explanandum event. Dispo-
sitional explanations of this kind, thercfore, cannot be said to be noncausal.

36. On this point, see, for example, the critique presented in Nagel (1959); and cf. also
the critique and the defense of psychoanalytic conceptions in various other essays included
in Hook (1959).



Aspects of Scientific Explanation [487]

To be sure, possession of the dispositional property M would not ordinarily
count as a cause: but then, the possession of M alone does not explain the given
event.

Thus when Gardiner remarks that an explanation of the form ‘x did y
because he wanted 2’ does not refer to a causal relation between two events,3
he is right in the sense that the statement ‘x wanted 2’ does not describe an
event, but ascribes to x a broadly dispositional property. But a because-sentence
of the specified form surely affords an explanation only on the further assump-
tion that x was in circumstances in which, at least by his lights, doing y could
be expected to lead to z; and when supplemented by this further statement, the
account takes on the form (9.5), which cannot be said to be noncausal. Gardiner’s
insistence that “motivational explanations. .. are not causal at all”’3® may
serve a good purpose in cautioning—as it is intended to do—against the con-
ception of motives as ghostly causes of overt behavior, and against the notion
that “in history we have to do with a world of ‘mental agencies’, mysteriously
lying behind the world of physical bodies and actions, separate from it and yet
controlling it”;3® but it runs the risk of obscuring the close similarities here
noted between motivational explanations and certain other accounts generally
considered as causal.?

11. CONCLUDING REMARKS

At the beginning of this essay we contrasted reason-seeking and explanation-
seeking why-questions. The former solicit grounds that will make empirical

37. Gardiner (1952), p. 124.

38. Gardiner (1952), pp. 133-34. Cf. also Ryle’s view that “to explain an action as done
from a specified motive or inclination is not to describe the action as the effect of a speci-
fied cause. Motives are not happenings and are not therefore of the right type to be causes.”
(1949, p. 113).

39. Gardiner (1952), p. 51.

40. In this context, see also the suggestive discussion of dispositions, reasons, and causes in
Dray (1957), pp. 150-55. In contrast to the view that ““only events and processes can be causes”
(p. 151), Dray holds that a dispositional characteristic “is a type of ‘standing condition’;
and standing conditions, as well as precipitating ones, can be causes.” (p. 152). The thesis that
explanation by reasons is ““a species of ordinary causal explanation” is interestingly argued,
on rather different grounds than those here presented, in Davidson (1963), where also a number
of further objections are examined. It should also be borne in mind that the everyday concep-
tion of causal explanation is rather narrow and vague and that at least in physics it has been
replaced by the more general and precise conception of an explanation by means of a deter-
ministic theory. It is illustrated by the case, considered in section 2, of the Newtonian theory
of motion and of gravitation: given the “state” ofa closed system of point masses at some time,
the theory determines the state of the system at any other time and thus permits the expla-
nation of a particular state of the system by reference to an earlier one. The terms of the causal
relation consist here, not in events, but in momentary states of the system, as represented
by the masses, positions, and velocitics of the constituent particles at the moment in question.
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statements credible; the latter solicit information that will explain empirical
facts and thus render them intelligible. Our main concern has been to examine
the ways in which science answers why-questions of the latter type and to
characterize the kind of understanding it thereby affords.

We noted that scientific explanation is not aimed at creating a sense of
familiarity with the explanandum; “reduction to the familiar” is at best an
incidental aspect of it. The understanding it conveys lies rather in the insight
that the explanandum fits into, or can be subsumed under, a system of uni-
formities represented by empirical laws or theoretical principles. Depending
on the logical character of the uniformities, such subsumption will be deductive
or inductive in a sense which our two basic models are intended to make
explicit.

I would like to stress here once more that there are profound logical difter-
ences between those two modes of explanation. Not that in a statistical account
the explanandum sentence is qualified by a modal clause such as “probably’
or ‘almost certainly’; the explanandum is a nonmodal sentence in probabilistic
no less than in deductive-nomological explanation and prediction. But in
inductive-statistical explanation in contrast to its deductive counterpart, the
explanans makes the explanandum only more or less probable and does not
imply it with deductive certainty. Another difference, which so far does not
seem to have received attention, lies in what I called the epistemic relativity
of probabilistic explanation, i.c., the fact that we can significantly speak of a
probabilistic explanation, even a potential one, only relative to some class K
of statements representing a particular knowledge situation. The concept of
deductive-nomological explanation requires no such relativization.

The explanatory role of presumptive laws and theoretical principles was
illustrated and made explicit by an analysis of various kinds of explanation
offered in different ficlds of empirical science. That survey does not claim
completeness; it could have been expanded by examining the explanatory use
of typological concepts and theories, of functional analysis, of psychoanalytic
ideas, and so forth.!

The central theme of this essay has been, briefly, that all scientific expla-
nation involves, explicitly or by implication, a subsumption of its subject matter
under general regularities; that it secks to provide a systematic understanding
of empirical phenomena by showing that they fit into a nomic nexus. This
construal, which has been set forth in detail in the preceding scctions, docs

1. The first two of these further topics are dealt with in two other essays in this volume:
“Typological Mcthods in the Natural and the Social Sciences” and “The Logic of Func-
tional Analysis.”” An interesting and useful collection of explanatory accounts from physics,
biology, psychology, and history is offered in Kahl (1963).
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not claim simply to be descriptive of the explanations actually offered in
empirical science; for—to mention but one reason—there is no sufficiently
clear generally accepted understanding as to what counts as a scientific ex-
planation. The construal here set forth is, rather, in the nature of an explication,
which is intended to replace a familiar but vague and ambiguous notion by a
more precisely characterized and systematically fruitful and illuminating one.
Actually, our explicatory analysis has not even led to a full definition of a
precise “explicatum”-concept of scientific explanation; it purports only to
make explicit some especially important aspects of such a concept.?

Like any other explication, the construal here put forward has to be justified
by appropriate arguments. In our case, these have to show that the proposed
construal does justice to such accounts as are generally agreed to be instances
of scientific explanation, and that it affords a basis for a systematically fruitful
logical and methodological analysis of the explanatory procedures used in
empirical science. It is hoped that the arguments presented in this essay have

achieved that objective.
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